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PEEFACE

The Federal Aviation Administraticn (FAA) is currently
implementing a program to modernize and automate the
Flight Service Station ({FSS) systen through the
application of high-speed data communications and
computer processing techniques. The new system 1is
called +the Flight Service Automation System (FSAS) and
will incorporate the <concept of Direct User Access
which allows the pilot to directly communicate with the
aeronautical and vweather data base.

One concept under consideration for Direct User Access
is the use of a computer-qenerated voice response
system (VES) for disseminating weather products and
filing £fliqht ©plans. The report presented herein was
prepared by the Office of Air and Marine Systems of the
TYransportation Systems Center (ISC) for the FAA. It
presents the results of a study performed by TSC to
define the @gnational VRS operational needs and to
provide design alternatives with respect to cost and
service for implementing the VRS Direct User Access
Concept in the FSAS.

The work reported herein, under the directicn of M. F.
Medeiros, was pecformed by the TsC staff with
programming support from S. Perqola and C.
Schweinhart of Kentron Tnternational LTD. J. Sigopa
was lead technical person imn the VRS specification
development, J. FRichards in estimating user demand, H.
Glvynn in alternative desiqn considerations, I.
Znglander in communication network analysis, R. Wright

in computerized model development, Ge. wang in
trade=off analysisa. This work counld not be
accomplished without the advice and assistance of V.
Constantino, C. Weiqel, = VanVlaanderen and C.

Murray of ARD=U4L1. In additiom, the superlative
quality of the typing and editing in this report was
due to the effort of Elaine Grandoit of the Automation
Branch.
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EXECUTIVE SI{MMARY

This study was commissioned to examine the alternatives
available to pursue a national implementation of an
automated preflight briefing Voice FEResponse System
{VE3) plan for Flight Service Station (FSS) Automation.,
In order to phase this study with the Model I FSS
automation development, the study was scoped to be
completed within six months. Initially., VES functional
requirements were developed and user demand analvyzed.
This report presents six national implementation
alternative networks. Four ma:jor hardvare
confiqurations are discussed. A computerized analysis
model was developed and used to determine relative
merits, costs, and =ensitivities of key factors such as
centralized versus decentralized networks, demand
levels, average call duration, partial implementatiogp,
fail=goft orerations, 1long distance telephone rate
tariffs, WATS versus FX telephone circuit approaches,
VRS channel sizing and projected demand growth effects.

The study showed that excessive communication costs
predominated the centralized confiquration
alternatives. The study reconmended that the
requirement for voice recognition capability be waived
in the initial impplementation due to high eguipment
costs. The availability of weconomical tone 1input
equipment provides a reliable input capability for ‘the
functions required. The resulting mipimum cost systenm
based upon a ten=year equipment amortization and
including commupication, operational and maintenance
costs was a decentralized, distributed processor
configuration with 20 Data Base Processor {(DBP) sites
co=located with (cr 1integrated into) the FSDPS
installations at the 20 ARTICC's and with 134 telephope
answering and servicing sites (YRS sites, 20 of which
are at the DBP sites). These VRS sites would be
co=located at FSS facilities and would require nminimum
operator attention and simple facility accommodations.
This alternative confiquration proved to be minimal in
total system cost for both FX/TELPAK and FX/ATET
rates). The services to be provided covered pilot
briefings, flight plan entry, PATWAS, TEL=-TWEB and TWEB
faunctions common to today's FSS's. The level of
service demand grcowth to 1995 examined shows linear
predictable consistencies.

The conclusicns and recommendations support the minimum
cost configquration for a national VRS implementation.

Xiv
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S T 20

Backgroupd

A pilct preflight weather briefing is an essential rpart
of planning a safe flight. *the desire for increased
capacity, rapid access and updating of essential
aviation weather products has prcmpted the U.S.
Department of Transportation, Pederal Aviation
Administration (FAR) , to embark on a progran to
autcmate the Tlight <Service <“tations through the
application of high- speed data ccmmunications and
computer processing techniques. 'The new system, called
the Flight Service Automation System (FSAa3), will be
established in a time=phased development program
producing Model 1, Model 2, and dodel 2, with
increasing systems autcmaticn and pilot self-gservice
capability.

Gne future system enhancement considered fcr Model 3
implementaticn is the use of a computer generated voice
response system (VRS) tor disseminating wezther
products and automating flight plan filing. Using the
ddaptive Diftferential Pulse Code Mocdulaticn (ANPCHM)
technique for vcice ercoding, the <Zransportation
Systems Center (TSC), also of the U,3. Derartment of
“ransportaticn, has develcoped such a V:iS which is
currently being publicly tested in the greater
washington 49,C. area., Responses from userT pilots are
so positive that the FLA 1is considering an earlier
implementaticn of an opserational VRS Lkefore the fioldel 2
tiwe frame., TSC has been asked by the FAA to conduct a
Yational VRS implementation Flan Alternatives Study to
define the VRS ofperational needs and to analyze
raticnal V=S system cepfiguraticns, The
recommendations and conclusions of the study will
provide a basis for the FlMlA to establish its final
dational VRS lrplementation plan,

Although many technical and operational questions have
to be addressei before the tinal national voice
response system can be realized, this study is intended
to address the major aspects in implementing a national
Vi3 capability, 7The study focuses on a unumber of
critical issues such as the most promising Vs3S
alternative confiqurations desigqned to satisfy future
pilct demand, the pctential communicaticn networks, and
the associated cost trade=offs. Where necessary,
expedient decisions and assumptions ¥ill be made in
order to avoid excessive effort in details which have
low order <effects on the alternative trade=ofis. The

1-1



1.3

study results produced should aid the FAA in narrowing
the field of alternatives apon which their
implenmentation plan can be tased.

Prior to commencing the study effort, a survey of
current documentation relative to the Fliqght Service
Station {FSS) automation program was conducted to
gather applicable data for consideration inm this study.
Then, a number of parallel but related activities were
carried out. These activities are: (1) Functional
Tequirement Determination, (2) Pilot Briefing Demand
Forecast Analysis, (3) VFS Alternative Configurations
Development, (4) Communications Network Analysis, and
(5) System Trade=-o ff Analysis. TJach of these
activities will be addressed in subsequent sections in
this report. The last section summarizes the results
from all activities into a set of conclusions and
reconmendations.

VRS Operatiopmal QOverview

In order to develop a good understanding of the
operational functions involved in confiqurations
studied in this report, a brief scenario of pilet
interactions, system responses and system support
activities is regquired. There are three cateqories of
service envisioned for +this Voice Response System
(VES). The first 1is a selected weather, preflight
briefing service. The second 1is a mass weather
dissemination service combining the Pilot Automatic
Telephone Weather Answering Service (PATWAS) and
Transcribed Weather Broadcast FEoute Forecast (TWEB).
The last is a telephone flight plan entry service based
upon using voice or push=button telephone input mode.
In additicn to these automated services, the pilot can
elect to receive the services of an FSS5 specialist at
any time. Although push-button and voice data entry
are envisioned in the operational concept, the 1latter
entry mode may be limited in scope or unavailable until
voice recogqnition has become a cost competitive and
feasible mc¢de of data entrv.

Let's examine 1in a hypothetical case the selected

wveather service first. A pilot would call a common
telephone number for access to the three services
discussed above. This npnumber 1is dedicated to the

automated services and is not the same as the local
Flight Service Station specialist telephone number,
althouqh it is located at the FSS. The automated
system will utilize as manv lines, througqh a normal
hunting telerhone service, as is needed to satisfy the
peak=hour demand forecasted for the combined automated
service at the FSS. When the computer system, located
at the FSS or remotely, answers the caller, it will
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announce the time and an introductory message offering
the three services. The pilot selects the selected
weather preflight briefing mode by entering the proper
voice or push=button command. The specific protocol
for selecting the weather products will aost likely
have two modes, a prompted mode and a brief mode. The
prompted mode 1is similar to the present VRS
demonstration svstem, asking for each input in voice or
tone form as needed. This mode, if used with
push-button entry, will permit the pilot to enter the
answers via tone input as soon as the prompt message

starts. This feature saves time 1if the ©pilot
recogqnizes the request and does not need to hear it
through. The second mode, desiqned specifically for

push=button entry., allcws the pilot to enter in all the
input data via tome inputs in one segquence, according
to a specified protecol. The VBES computer will then
conduct all the briefing activities requested until it
requires further instructions c¢r offers additiomal
service. Duriag either of these nmodes, special
interactive control tones associated with push=button
entTty can be used to stop the briefing, repeat, jump
ahead, continue, or be switched to an FSS specialist.
The selected weather products offered will be the full
range of weather products and NOTAMS normally available
through the FSS. The scope of reporting points covered
by this automated system will include the <continental
United States and maybe selected Canadian, Mexican, and
Caribbean reqgions. The caller may elect to enter a
fliqht plan following the selected weather service.

The next category of service examined is the
PATWAS/IWEB service. As mentioned ©previously, the
pilot calls a local PSS special telephone number and is
given an introductory message. If the pilot does not
select an option within a specified time period, a
local PATWHAS briefing is automatically initiated. 3If a
local PATWAS service is not required, a reqional PATWAS
briefing mav be implemented as needed. The pilot would
be given a fixed sequence of weather reports and NOTAMS
comprising the PATWAS report. The interactive features
of control would still be available to the caller by’
using the special tone inputs associated with
push=button entry. Thus, tke pilot can stop, rapeat,
continue, etc., the PATWAS briefing as desired. If a
route=related PATWAS briefing was desired initially,
the pilot would select the desired report by voice or
tone input or if telephome service permits by dialing
the selection number. This latter 1input technique
would <count the f"clicks" from the dial. The
appropriate route-related PATWAS briefing would be
presented. Using vecice or tane inputs, the caller has
the additiopnal option of switching to the selected
weather mode, flight plan entry mode, or specialist.
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The TWFB service available via telephone would be
essentially the same as PATWAS differing only in the
report composition. The radio TWEB service would be
implemented automatically with the sequence of segments
comprising the report being continuously repeated into
the radio transmitter for mass dissemination.

The last cateqory of service is flight plan entry. The
caller can select this service using an appropriate
voice or tone input initially when the call is made or
after either the selected weather or PATWAS/TWEB
service. As in the selected weather service, both a
prompted and an unprompted (i.e., brief) mode are
offered. The pilot enters each element of the flight
plan using voice or push=button inputs. The pilot will
have the capability of recalling for editing purposes
any entrvy made during the flight plan entry sequence.
The pilot will also have the option of reviewing the
entire flight plan prior to commanding its submission
for automatic FSS processing. During individual £liqht
plan element entry, error messaqes may be given for
unknown inputs, missing information and invalid
entries. The pilot can switch to an FSS specialist at
any time; however, if the pilot had not submitted the
flight plan for automated FSS processing, the
specialist will not have recall of +the flight plan
since this recall 4is a separate function of the
specialist's automation system, that is, the Flight
Service pata Processing System (FSDPS).

To complete the operational overview of these VES
automated services, the support requiremeants must be
discussed. The madcr source of weather and aviation
information is throuqh the FSDPS or Aviation Weather
Processor. This information will be automatically
processed as encoded voice messages by these systems or

if necessarvy by separate Data Base Processors.
Therefore, all of the nmessaqgqes offered by these
services will be conpletely automatic. However,

special messages can be created, if needed, through
direct input to the Data Base Processor using keyboard
input devices. The projected vocabulary in the
automatic voice generating subsystem is designed to
supply sufficient dictionary for this capability.

As mentioned in several ©previcus paraqraphs, FSS
specialist support is available in conjunction with the
automated services. This support is supplied by the
local FSS associated with the pilot's local area (i<,
the called exchange). This PSS would ke equipped with
an extension for each line connected to +the VRS
computer. When the pilot requests the specialist's
service, the «computer «will signal the specialist and
transfer the call accordingly. The <caller will then
hold wuntil serviced by the specialist. No further
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1.4

automation service is offered the pilot once he is
transfered to the specialist.

Y83 fystem Copcept

The system concept described in this section has been
derived frcm the results of this study. The
description is presented in this introductory chapter
in order to aid in understanding the alternative
analysis presented in the subsequent chapters.

The VES concept is based upon digital encoding schenes
to, store human utterances in a compact form within a
digital computer system for later recall, decoding and
voicing by the system. The future equipment needed to
implement a national Voice Respoase System will vary
from the current hardware in specific detail, but
conceptually will be similar in information processing

function. Based wupon the results of this study, the
communicatiops costs were found to be higher for
centralized equipment confiqurations than for
decentralized networks. The most promising

alternatives involved distributing hardware throughout
the nation. Two types of hardware subsystems evolved.
The first was a Data Base Processor (DBP) and the other
was a Voice Eesponse Systes §VRS) Processor. The
processing ani flow of information between these
subsystens must be examined to understand their roles.

The DBP subsystem was assigqned the role of converting
raw vweather and aviation information reports into
special vocabularvy encoded message units. This raw
information is cbtained through the MNodel 1I/IX
automation system froa the Aviation Weather Processor
(AWP) and other FSDES's. The encoded messagq units are
stored on DBP peripheral storage devices (disk storage
units) for later access and transmission to VRS
processor subsystems when requested. This real=time
conversion of raw information to vocabulary emcoded

"information is a substantial processing task. The DBP

is therefore vpositioned more centralized tham the VRS
processor subsystens which interact with the
pilots/callers and perform the various telephone and
voice input and output tasks. The ipformation desired
by the vpilots is requested of the VES processor by
voice or tone input. The VRS processor then passes the
request to the DBP subsystem througkt a dedicated
inter=computer commmunication 1line. The vocabulacy
codes are returned to the VRS processor which then uses
these codes to access the digqital fora of the
associated wutterances. The digital utteramce data is
converted to analoq form to voice the word or vords
through the voice generation device assotiated with the
VBS processon. The digital utterance data is stored
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within the VIS rrocessor subsystem anrd only the
identifving vocabulary codes are sent QOVeTL the
inter=computer communication lines to minimize the rlow
of informaticn between the two preccessors.

The functicns described above encompass the selected
weather as well as the PATWAS/TWEB services., _he
remaining servce to bhe discussed is fligyht fplan entry.
*his service is imrlemented withir the functions cof the
DB: subsystem with the VE?Y processor serving only to
pass the fliqht rlan entries and responses between the
pilot and the 239, This .assignment of tasks was
developed to concentrate tihe sizable flight plan entry
analvsis and storage tasks in the larqer DBP subsystenm
and to reduce the complexity and associated costs of
the VKT prccessors which are more numercus in the
alternatives studied.

This study examines arrangements of NBP's and V&g
Processors in ccnjunction with tha associated
communication networks to determine cost and
performance tradecffs, A variety of network
confiquraticns from centralized to decentralized are
studied, *n addition, several alternatives of V.S
processor hardware confiqurations are included to
aASSESs ccsts of partial service implementations,
several voice technolegy applications and different
vocabulary storaqe devices. Throughout all of these
alternatives a fundamental ccncept of failsoft
perfermance 1is presented as the level of operational
reliability apprcpriate for this national
implemcntation, Failsoft performance for this study is
defined as the level <cf performarnce which continues
full operational services but permits reduced capacity
in terms of the availatle caller telephone lines and/or
response delays wvwhen an element of the systen tails,
"o achieve this failsoft operation, it is simply
required that no less than twc similar subsystems be
co- lacated at a site, Tr c¢ne fails, the other can
assume some of its load in addition to its own service
until the failed unit is reraired or replaced. This
failsoft approach may pecmit less stringent
requirenments for timely replacement of the failed
equipment tc 24 hours., 7hus, maintenance costs can be
reduced belovw rates for on-line ccmputerized equipment,
The failsoft concepts expressed in these alternatives
are ossentially autcmatic fcr V4% processor sites if an
interlaced telephone line hookup is employed. Phe DB?
sites may be confiqured with automatic switch- over of
inter~ccmputer communicaticn lines to the active DBP or
may be performed manualy upon failure alarm. If a
fail-gafe concept is desired, an extra (redundant)
processor subsystem is required at each processor site,
The fail safe extra unit may be on-line to share some
ot the service load even when noc units have failed,
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Such a coafiguration facilitates peak operational
performance and reduces instamtaneous impact of a
failed unit if it should occur.

One last system variable must be discussed. All of the
alternative communication networks studied use vaoice
qrade telephone lipmes for minimum cost except for one.
This special case was designed to evaluate the use of
digital communicatien petworks to assess the costs of
remoting specific voice generation devices with input
devices via hiqh data rate digital transmission lines.
The fewer digital lines required for this concept,
although individually more expensive, may permit
reductions in processor site costs through combined
hardware utilization.
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NATICNAL VRS FUNCTIGNAL FE
The current TSC VES operation in the greater Washinqgton
D.C. area provides only three weather products for the
pilot briefing function. A multitude of fliqht service
functions and system requirements will have to be
analvyzed and determined before a nationvide VES could

be implemented. To this end, frequent meetings and
work sessions between TSC and the FAA/Systems FResearch
and Develorment Service vere conducted in which

preliminary requirements were developed and drafted.
The functional requirements document was transmitted to
the FAA in the beqginning of the first quarter of fiscal
vear 1979 (FY79) and circulated amonqg the FAA/Air
Traffic Service and the FAA/Airway PFacilities Service
soliciting comments. By the end of the first quarter
of PY79, the document was approved with minor
modifications.

Voice Respdnse System with Full Capability

The functional requirements determination activity
concluded that a multiechannel Direct User Access=Voice
Response System shall be incorporated in the FSAS +to
provide the pilct and specialist users with
simultaneous, non=-interfering (independent) access to
Weather briefing and flight plan filing services using
push=button and veice commands. The VRS  will
automatically generate all messages without manual
intervention except where specifically noted otherwise
in the regquirements (i.e., 2.1.2, para. C). The VRS
shall include:

® a set of ccmmands to control the selection and
output of the kriefinqg such as: STOP, GO, REPEAT,
SKIP, BEGIN CVER, FILE, SPECIALIST, ROUTE, LOCAL.

® a natural sounding voice with appropriate cadence
and inflections.

® user data euntry editing capabilities and data entry
read=-back.

e a set of time~outs to prevent system abuse.

Described telow are the major functional features for
the VRS. Manvy are lgng-range goals which may require
intermediate stages of implementation until the
technology required to izplement them fully is
available commercially (i.€., "off=the=-shelfw). For
example, flight plan filing may initially be
implemented similar to a "fast file" capability then
expanded at a later time to incldude amendments, status
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inguiries, and, in general, an interactive mode of
operation between the user and the VES. {(NOTE: "“Past
file” is a svstem whereby a pilot files a fliqght ©plan
via telephaone that is tape=recorded and then
transcribed for transmission to the appropriate air
traffic facility [Ref. 11).

2.1.1 Ground Rules and Assumptions = the following
rules and assumptions were applied to bound the
scope of the VRS capabilities and to facilitate
s1zing and trade=-off analysis:

A. No record will be maintained within the VRS
for specialist access of anvy data
traansactions between the pilot and the VRS.
If anyvy questions come up f£rom the user, the
user can relay to the specialist the data
that was received.

B. There will be no data edit position
dedicated for the VES. This assumes that
the source data will be error-free and
standardized in some type of computaer
processable format. Should source data
require correction or editing, the
capability is availakle at the Aviation
Weather Processor (AWEF) to edit, correct or
reformat the AWP veather data base. The
type of editing to the source data that
needs to be done for the VRS involves
garbled, misspelled, and ambiguous items.
The VRS vocabulary editing and updating will
be provided as a separate feature.

C. TFlight plans will not be recallable through
the VES. The specialist, however, will be
able to access all of the functions
concerning flight plans using the Model 2
FSAS services.

D. There will be no legal recordings of
transactions between the user and the VERS.
This is consistent with +the current Pilot
Automatic Telephone Weather Answ¥ering
Service (PATWAS) briefing mode of operatiog.
Data recordings for test and apalysis
purposes shall be available as a selectable
option.

E. FPrompted and unprompted user data entry
modes shall be available for all modes of
operation.



For the purposes of this study, all VRS
sizing will be based on digitized voice
technology using ADPCHM.

All cost estimates used in this study are
based on constant dollars since this study
is primarily concerned with —relative costs
only, for various alternative
conrfigurations. Also, costs to the pilot
for using the VRS including the acquisition
of tone-denerating telephones or pads are
excluded.

2.1.2 Functional Fgatyres

Al

Pilot Briefing - The specialist and the

pilot shall have the means to retrieve the
following products:

1. Surfage Weather Observations - Surface
weather observations imnclude weather
elemants pertinent to flying. The types
of reparts available include: Surface
Aviation Weather Observation (Wsa),
Special Surface Weather Observation
(SP), Urgent ©Special Surface Weather
Observation (0SP), and Supplementary
surface Weather Observation (SW). All
of these reportkts are collectively
referred to as WSA reparts. The
following data, if present 1in the
report, will be voiced: 1location, time

of observation, sky conditions,
visitility, weather and obstructioms to
visibility, temperature, dewv point

temperature, wind direction, wind speed,
wind character, altimeter setting, and
remacks.

2. Terminal Forecasts = A terminal forecast
is a description of the weather expected
at a specific airport. The types of
CGPOLts available include: Terminal
Forecast Messaqe (WFT), WFT Anendment
(WFT AMD), and WPT Correction (WFT COR).
All of these weather report types are
referred to as WFTs. The following
data, if ©present, will be voiced:
location, date/time group, height of sky
cover, amount of sky cover, visibility,
weather and obstructions to visibility,
surface wind, remarks, and cateqorical
forecast.

2-3



grid ¥Winds = The grid wind forecast
messadge (WGF) consists of numerically
derived upper-wind and tenperature
information in a digital form. The data
voiced shall include: the wind speed,
wind direction, and temperature for any
valid location identifier in +the data
base. The data delivered shall ke for
the requested altitude, the altitude
plus 4,000 feet, and the altitude minus
4,000 feet for a forecast interval of
0=30 hours.

Notige to Airmen = ©Notice to Airmen
{NOT AM) advise of unanticipated or
temperary changes to components of, or
hazards in the National Airspace Systen
(NAS)}, or permanent changes in these
compgnents or hazards uatil the
permanent base-line data (aeronautical
charts and/or publications) is amended.
The typeg of NOTAM reports imclude:
Flight Data Center (FDC) NOTAMS, Central
Altitude FEeservation Facility (CARF)
NOTAMS, and International NOTAMS. The
follcwing data contained in the NOTAM

may be voiced: identifier of
accountable staticn, serial number,
location or facility identifier

affected, NOTAM type, valid time, and
variable 1lenqth textual data describing
the specific service liamitation or
hazarcd.

Weather Warnings = Weather warnings aad

forecasts advise pidots of the
development of potentially hazardous
weather. The advisories include:
Severe Weather Forecasts, Bulletias and
Status Reports {¥®) , Hurricane
Advisories (WWH) , Significant
Meteorological Information (SIGMET)

nessage designated (WWS), Urgent SIGMET
{UWS), Convective SIGMET (WST), Severe
Heather Outlook Message ([WS0), Airmet
Message (WWA), and ARlert Weather Watch
{AW¥). The following data contained in

the reports may be voiced: Header
information, States affected,
alphanurmeric series identifier ’

issuance and valid times, and variable
length textual data.
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10.

Density Altitude = Density altitude is
equivalent to that altitude in the U.S.
Standard Atmosphere where air density is
equal to that of the air in question.
It is used as an index to tell the pilot
how well the plane will take off or
climb. The data voiced shall include
the density altitude, temperature, tinme
and locatior (airport).

Pilot Report fPIREE) -~ A PIRE?P is a
report of meteorological rhenomena
encountered by aircraft in £light.
These include both a Pilot Report
Message (W0A), and an Urgent Pilot
Report (UUA). The following data, if
present, shall be voiced: location of
the phenomena, type of aircraft , sky
condition, +temperature, wind velocity
{direction and speed), tarbulence
{intensity and altitude), icing
(intensity, type and altitude) , and
remarks.

Syngpsis {SYNS) - The synopsis report is
a brief statement of frontal and
pressure sSystems and circulation
patterns. The data voiced shall include
the location, dates/time group, and
variable length textual data.

Trapscriibed Weatimer  Broadcast  Route
Forecast {TINEB) = The TWEB service
provides continucus aersnautical and
meteorological information on Lowv and
Medium Frequencies and VOR (Very High
Frequency Omnidirectional Radio ERange)
facilities. The data voiced shall

include the TWER route nuaber
identifier, date/tine group, route
identifier (a series of 2-5 alpha

numeric location identifiers which
uniquely identify the route), and
variable length textual data such as
information relating to synopsis, flight
precautions, route forecasts, outlook,
winds, radar reports, surface weathen,
pilot reports, and NOTAMS.

Pilot  Automatic Telephone Heather
Ansyering Service (PATWAS) = The PATWAS

provides a continuous recording
accessible by telephone of aeronautical
and meteorological information, The

PATWAS products may include suach
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information as surface observations,
terminal forecasts, winds aloft
forecasts, synopsis, weather warnings,
and NOTAMS.

1. Local Weather - The data voiced shall
include a predefined set of products
(e.d., WSA, WFT, WGF, NOTAM reports)
within a prescribed distance of a

location.

12. Route-Related - The data voiced shall
include a predefined set of products
{e<J., WSA, WFT, WGF, NOTAM —reports)
alonqg a corridor of a user-entered route
{e.g. Boston to Washington D.C.).

13. other Prgducts = Additdiomal products
shall be incorporated into the VRS as
.they become available and are found
suitable for voice output (e.g., weather
trend reports, tropical depression
advisories).

Flight Data Handling = The VRS shall provide

for the entering, closiagqg, amending,
canceling, and status checking of flight
plan data. Acceptance, rejectign or error

messages shall be returned to the VRS from
the PFlighbt Service Tata Processing Systen
(FSDPS) which will perform the major flight
data and error processing. Initially, this
flight data handling capability mavy bhe
limited to a ™fast file" or fliqht plan
entrty mode of operation. All types of
flight plans (e.g., Instrument Flight kules
{IFR), Visual Flight Rules (VFR), wmilitary,
defense) shall be handled by the VRS.

EATWAS/TWEB Generation apd Updating = The
VES shall provide immediate generation and
updating of message seqments for PATWAS/
TWEB reports W¥ithout interfereace to
preceding or succeeding seqgment s. The
process shall be performed automatically by
the VES or manually by the specialist until
all products become available. All message
updating shall be performed without
discypticn to anv callers curcreatly
accessing the systen.

Vdice Vogabulary Maintenance - Tha VRS shall
provide for on=line and off=-line vocabulary
updating and maintenance. One function
shall be the capability to define new
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G.

vocabulary items (i.e., WwWords or phrases)

and manually gqenerate then. However, an
extensive vocabulary shall ke created
initially by one speaker. This will

minimize the need to add words on-line which
may result in a message composed of
differcent voices.

Menu Selectiomr - The user shall be able to
obtain upon request to the VRS a list of
available products and features including
instructions for selecting then.

System Egcoxding = The VRS shall provide as

an opticnal feature (i.e., the feature can
be turned on or off) time <correlated data
recording on the system performance and
usage., 7The data collected shall include,
but not be limited to, data to determine:

1. VRS activity on a per user, hourly and
daily basis (e.g., functions requested,
number of simultaneous users).

2. the voice storage capacity required.

3. for weach weather report type: the
number of reports recejived, processed
and rejected. In addition, a file of
erronecous reports shall be maintained
for subsequent error analysis.

System Performance = The VRS shall he
capable of sgervicing 90% of the expected
peak= hour voice demand in FY86. The data
base shall be designed to hapdle at least a
50% increase in each type of data. The
systen shall be capable of supporting
additional compatible hardware v
incorperating new products and software
functions, and modifying existing systenm
modules. The VES shall also provide
response times consistent with those of the
Model 2 system for the FSAS. The respaonse
time is defingd as the time interval frop
when the ENTIEE button (or egquivalent) is
depressed until the first portion  of
response ipformakicon is received by the
user, For example, mean response times for
user=-VFS 1interaction, or weather briefings
are typically 2=-2.5 sgconds. For fail-soft
oncrations, the response’ time numbers shall
not be increased by a factor greater than 2.
Appropriate messages to the user shall be
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provided for system outages or unavailable
data.

H. System QReliability - The VRS shall be
designed to gperate gontipuously 24 hours a
day, 7 days a ¥eek. Equipment redundancy
and switching shall vprovide recovery from
partial or total failures. Automatic
reconfiguration is not a requirement;
however, operator control procedures shall
be accomplished through fast, easy
operations, such as throwing svitches.
Phvsically moving equipment units apd
manually interchanging cables are not
allowed. [The availapility of the VRS shall
not be less thap 0,995 and the Mean Time
Between Failures (MTBF) shall not be less
than 1500 hours. The mean time +t0 restare
the VPS5 to full operational capability in
the event of failures +that preveant the
systen from providing carrent weather
briefirgs or flight plan filing shall have a
mean time of not more than 2.5 miputes.

T. Specialist Interaction - The VRS shall
provide for transfer by the wuser to an
attended specialist position by means of a
push=button or voice command. <Calls to the
specialist shall be assiqgned to a non-busy
specialist on a fixed rotational basis.

Vgice Lesponse System with Initial Capability

A multi-channel VRS shall be incorporated in the FS35AS
providing, as a minimum, the capabilities and products
currently under demonstration in the Washington D.cC.
area. These include:

A. A set ¢f commands to control the output of the
briefing (e¢.qg., STCP, GC, REPEAT).

B. A natural sounding voice with appropriate cadence
and inflections.

C. Deletion and change of the latest entry by the
usera User data entry read back.

D. A set of time-outs to prevent system abuse.
E. Prompted and upprompted push=button interaction
between the wuser and the VRS for the selection of

weather products and services.
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Fo The three weather products:
1. Surface Weather Observations (WSA)
2. Terminal Forecasts (WFT)

3. Grid wWinds (WNGF)

G. HMenu selection (per Section 2.1.2, para. E)

H. System recording (per Section 2.1.2, para. F)

T. System performance {per Secticn 2.1.2, para. G)

J. Off-line voice vocabulary uprdating and raintenance.
K. System reliability (per Section 2.1.2, para. H)

L. Specialist interaction (per Section 2.1.2, para.
I)

Items A-D, F, H, and J are <currently part of the
demonstration svstem. The remaining items are either
easily inccrrorated or deemed necessary (e.g4., those
for performance and reliability) and shall be included
in the initial svsten. Cther capabilities may be
included in the initial VBS specification if they have
been thoroughlvy tested anrnd found acceptable for
implementation (e.gq., voice recoquition, "fast file' of
£light plans). The goal for the initial system is to
be able to use the same hardware and software in
subsequent expansions and enhancements for Model 2.
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In order to sapport the National VRS Implementation
Alternatives Study, a demand model is required. To
determine communication line reguirements and equipment
sizing, the demand model must specify the peak-hour
demands for the various VRS functions and their
respective time requirements. These demand components
are discussed in the following paragraphs.

Baseline Dgmand Data

Forecasted demand data used by the FAA for their FSAS
Specification has been transmitted to TSC (Ref. 2).
mhe demand data, which is included in this report as
Appendices A=E, consists of the following:

e FY86 and TY95 peak-hour demand forecasts for a
consolidated 138-facilities system (Appendices a,
B).

e TFY86 and FY95 peak=hour demand forecasts for the 20
FSDPS's (Appendiges C, D).

e Annual FY86 demand forecasts for all facilities
(Appendix E, Tables E=1 through E=20).

The FY9S data are linear extrapolations of the FY86
data and can be found by applying a comstant multiplier
of 1.4 to the FY86 data. A constant nultiplier of

0.000286 relates peak-hour demand to annual demand
(Ref. 3)-.

3.1.1 Basegline Demand Data Yerification

The forecasted annual demands were derived from
September 1976 FAA forecasts. The total annual
demands forecasted for FY86 were:

pilot Briefings = 30.3 millioan

Flight Elans Originated - 13.4 million
The above forecasts were updated using September

1977 data (Ref. 4). The results are:

Pilot Briefing = 31.4% million
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Flight Flan Originated - 13.1 million

There is less than a 4% difference in the two
forecasts. Therefore, the oriqipal anaual
forecast data will be used for the demand model.

For sizinq ©purposes, peak-hour demands are
necessaryVa The peak-hour demand forecasts were
obtained by smultiplying annual demand forecasts
by 0.000286. A peak=to=average hour demand
ratio of 2.5 was obtained from the average of 7
davs of data at Chicagqo in 1970. The same ratio
for 29 davys of data at Washington D.C. ¥as
2.544, Thus, a ratio of 2.5 was cqonsidered a
qood approximation (Fef. 3.

From the 1978 FAA Indianapolis FSS Automation
Evaluation Study data (Ref. 5), the average
peak—-to=averaqe hour ratio was calculated to be
2.40. FSS 1logs collected by TSC in 1978 wvere
also used to calculate peak=to-averagqe hour
ratios for four facilities with the following
results:

PEAK-TO-AVERAGE

FSS FACILITY HOUR

Denver 2.13 (3 days)
St. Louis 2.52 (3 days)
Boston 2.32 (4 days)
Dallas 2.66 (4 days)

This 1978 data verifies analvyses performed by
the MITRE <Corporatiorn that a peak-to-average
hour ratio c¢f 2.5 1is a 4qood approximation.
Using this ratio, the peak=hour to annual demand
ratio of 0.000286 can be derived (Ref. 3).

For communication line requirements and
equipment sizing, the gquestion arose whether
peak=hour demands from various time =zones are
additive if +the VRS's are concentrated in a

small number of facilities. Figqure 3.1.1=1
shows diurnal plots of pilot briefings for the
four facilities. These fiqures reveal that

possibly a 10% reduction in peak-hour demand can
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be expected when adding demands for various time
zones, However, 1in «centralized Vv S equipment
confiqurations, when aqgreqating the demands
from many locations, the Teductions caused by
time zone differences becones insignificant.
For eaxample, WMT4YLE (Ref. ©6) calculated the
peak hour demands at & hub configurations and
the composite demand at one central facility
located in Kansas City, 30. “he pilct kriefing
demand at the one central facility was within 2%
of the summation of the 5 hubs' pilct briefing
demand,

Voicc Zesponse System Eilots Lemand

The VIS prcduct requircements are delineatecd in Zection
2e For the purpcse of a pilot demand modal, the Vvr<
nessaqes are:

Filct Briefings
Flight Flan Filings
FATWAS

TWEE

Pilct Briefings, Flight Plan Filings, and PA“NAS are
products which will be reguested on the same telephone
lines, “herefore, each of these messages has a
Lorecasted rpileot demand, TELB "demand" consists only
of tne communication lines from the VHS to the TH3B
transmitters,

The data in Appendices C and ©» show that the same
peak-to-average hour ratio of 2.5 applies to hoth Pilot
Briefings and FPlight Plan Filings. It is assumed that
the same ratio will apply to EATWAS,

~he baseline forecast demand data now has to be applied
to the threc products. An analysis by the FiA of 1676
Washington UC data indicated that for every Fif/Weather
Service Office (WSO pilct briefing, there were ..B8%
V.5 pilct briefings and 1,78 DALHAS briefings, “he
preszut V*S has only three products. With the addition
of more products and an increase in pushbutton rhones,
the TFAA has estimated that the proportion of Vi3 pilot
briefings will increase, with a decrease in the
proportion of DPA1IKA3 briefings., An overall national
averaqge of the prcrortion of PATWAS and VLI pilot
briefings tc¢ TSS/WSH pilot briefings in 1986 have been
estimated by the FABA to be:

V.: Pilot Briefings = 1.2 X FE&ES/WSC Pilot Briefings
PATKAZ = 1.3 X FSS/%S0O Filct Briefings



(Although the specialist workload is not part of this
studv. it should be emphasized that with the
implementation of the VRS, the number of FSS/WSO pilot
briefing regquests and average length of the briefings
will decrease.)

"he FAA has also estimated that 12% of flight plans
will be filed using the VKS. On a national basis for
FY86. the ratio of flight plans filed to pilot
briefings is 13.4,30.3 or 0.44 (see Section 3.1.1).
Thus, flight plans filed by the VES can be expressed
as:

{D.12):¢0.44) FSS/WSO
pilot Briefings (PB's)

VRS Flight Plans Filed

i

0.05 X FSS/WSO PB's

since the VRS flight plan filings are only 2% of the
total demand (i€, -.05/2.55), this factor has
essentiallv no effect and has not been included in the
mnodel calculatiocas.

Hence, the total VRS demand becomes:

1.2 X FSS/WSO PB's (for VRS PB's)
+ 1.3 X FSS/¥S0O EB's (for PATWAS)
2.5 X FSS/WSO PB's

The total VES Peak=Hour Demand is as follows:

for ry8é6:
= 2.5 X 9078.8 Peak=Hour PB's
(see Appendix C)

= 22,697 PB's
for FY95:

= 2.5 X 12,784.5 Peak=Hour PB's
[see Appendix D)

31,961 PB's

VRS Communication Ccmpgction Iimes
in order to determine the number cf coppnunication lines
required, both the rpilot demand and the telephone
connection times are reguired. The connection times
discussed below include user and system protocol
interaction times:
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3.3.1 J¥BS Pilot Briefing Coanect lime

The present V35S demonstration system has three
products. These are Surface Weather
OCbservations, Terminal Forecasts, and Grid Winds
Forecasts. The additional products to be added
for vpilot briefings are Notices to Airmen,
Weather Warnings, Density Altitude, Pilot
Reports and Synopsis. :

At the present time, the average VRS connect
time is 3.75 minutes. If the message contents
of the additional products are considered, a
total VRS message could increase to 15 minutes.
The possibility of a 15-minute pilot briefing is
rather remote as discussed below:

® Approximately a third of the ©present pilot
briefing connect time 1is due to protocol.
Shorter protocol times will exist in the
future due to user proficiency and changes to
the present rrotocol.

® Svnopsis is a relatively short statement.
For examrle, the Boston PATWAS Svynopsis was
15 seconds on 1=-22-79. Density Altitude is a
short statement which all users do not
require.

® HWeather Warnings and PIREPS only exist when
there are vpotential hazardous weather and
meteorological phenomena.

e NCTAM'S are of variable length and
unscheduled. It 1is assumed that future
designs will have either or both of the
following:

(1) NOTAM'S will be entered by order or
priority.

{2) The skip function will be mechanized so
that individual NOTAM's can be skipped.

® As discussed in the next section, the average
PATWAS messade will be approximately 6
minutes. ©Essentially, FATWAS and VRS pilet
briefings will have the same information.

Considering the above, 6.0 minutes has been
selected as a reasonable average connect time
for a VRS pilot briefing of selected weather
products.



3.3.2 VRS/PATHAS Ceppect Time

Ref. 7 qives the averaqe message length of
PATWAS during the New York City PATWAS test.
The overall weighted average message lenqth was
5.64 minutes. Therefore, approximately &6
minutes has been selected for PATWAS connect
time. It =should be noted that the overall
weighted PATHWAS connect time during this test
was 3.75 nminutes. Thus, using 6.0 ainutes
connect time is conservative.

3.3.3 VE3 Flight Plan Filing CoRpect Tige

An on=-going VRS Flight Plan Filing Test at the
Natiomnal Aviation Facilities Experimental Center
(NAFEC) (Ref. 8) under the nonprompt mode
resulted in an average overall flight plan
filing time of 8 minutes. Therefore, 8 minutes
will be used for the average connect time for
flight plan filing.

PATWAS and TWEB Locations
As part of the study, EATWAS and TWEB outlet locatioss
are required. 70 expedite the communication network
analyvsis medeling TEL=-THWEB only locations are
considered the same at PATWNAS locations. Thie
conterminous U.S. PATHWAS located at National Weather
Service facilities are assumed to be located at the
nearest FSS within the same state for network modeling.
The FATWAS and TWEB outlets were obtained from the FAA
and are delineated in Tables 3.4=1 and 3.4-=2.



New England Region

Boston, MA
Montpelier, VT

Northwest Region

Boise, ID
Redmond, OR
Walla Walla, WA
Seattle, WA

Central Region

Wichita, KS
Kansas City, MO
Springfield, MO
St. Louis, MO
North Platte, NE

Southwest Region

New Orleans, LA
Albuquerque, NM
Oklahoma City, OK
Fort Worth, TX
Houston, TX
Midland, TX

Eastern Region

Washington, DC
Teterboro, NJ
Philadelphia, PA
Roanoke, VA

Rocky Mountain Region

Denver, CO

Grand Junction, CO
Billings, MT

Great Falls, MT
Minot, ND

Huron, ND

Pierre, SD

Rapid City, SD
Cedar City, UT
Salt Lake City, UT
Casper, WY

Rock Springs, WY

TABLE 3.4-1

TWEB_OUTLETS

Western Region

Tucson, AZ
Prescott, AZ
Arcata, CA

Los Angeles, CA
Oakland, CA
Red Bluff, CA
San Diego, CA
Las Vegas, NV
Reno, NV

Southern Region

Mobile, AL
Jacksonville, FL
Miami, FL
Pensacola, FL
Albany, GA
Atlanta, GA
Louisville, KY
Jackson, MS
Nashville, TN

Great Lakes Region

Decatur, IL

Quincy, IL

Chicago, IL
Indianapolis, IN

South Bend, IN

Hancock (Houghton), MIL
Negaunees (Marquette), MI
Traverse City, NI
Freeland (Saginaw), MI
Detroit, MI

Hibbing, MN
Minneapolis, MN
Cleveland, OH

Findlay, OH

Columbus, OH
Cincinnati, OH

La Crosse, WI

Green Bay, WIT
Milwaukee, WI
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TABLE 3.4-2

New England Region

Boston, MA

Northwest Region

%
Seattle, WA ,,.
Portland, OR

Central Region

Wichita, KS
Kansas City, MO,
Springfield, MO
st., Louis, MO
Omaha, NE

Southwest Region

New Orleans, Lé**
Shreveport, LA ..
Little Rock, AR
Okalahoma City, OK
Tulsa, OK

Dallas, TX

Fort Worth, TX

E1l Paso, TX
Houston, TX
Albuquerque, XM

Eastern Region

Washington, DC**
Teterboro, NJ
Millville, NJ
Albany, NY
Buffalo, NY
Islip, NY (NYC)
pPoughkeepsie, NY
Philadelphia, PA
Harrisburg, PA
pittsburgh, PA
Roanoke, VA

Kk k

*Presently TEL-TWEB
%x%Presently PATWAS and TEL-TWEB
*%%PATWAS at National Weather
Service

3-9/3-10

PATWAS OUTLETS FOR VRS IMPLEMENTATION STUDY

Rocky Mountain Region

%k
Denver, CQ

Huron, SD
galt Lake City, UT

Western Region

Phoenix, AZ
Tucson, AZ ”
Los Angeles, CA
Ontario, CA
San Diego, gA
Oakland, CA
Las Vegas, NV

*%

Southern Region

Mobile, AL

Muscle Shoals, AL
Birmingham, AL
Jacksonville, FL
Miami, FL

Orlando, FL
Pensacola, FL

St. Petersburg, FL

Vero Beach, FL (West Palm Beach)”

Albany, GA
Atlanta, GA
Louisville, KY
Jackson, MS
Hickory, NC
Raleigh-Durham, NC
Charleston, SC
Florence, SC
Nashville, TN
Memphis, TN

Great Lakes Region

Chicago, IL
Indianapolis, IN
South Bend, IN

. Detroit, MI,

Hibbing, MN
Minneapolis, MN
Cleveland, OH
Columbus, OH
Cincinnati, OH
Dayton, OH
Milwaukee, WI

*






e YRS ALTERNATIVES CQNFIGURATION DEVELOPMENT

4.1 System Comgiderations

4.1.1 Systeu Performance

As previously stated in the functional
requirement section, the VRS shall be capable of
servicing 90% of the expected peak=hour voice
demand in FY86. The expected peak=hour vopice
demand is based on projected specialist pilot
briefings and £light plan filing demands as

follows:

DEMANDS TIME DURATION
VRS Pilot Briefing (PB) 1.2 (FY86 PB's) 6 minutes
PATWAS 1.3 (FY86 PB's) 6 minutes
VRS Flight Plan 0.05 (FY86 PB's) 8 minutes

Filing (FPF)

The VRS shall provide response times not greater
than the values shown in Takble 4.1.1-1. The
respoase times are consistent with those of the
Model 2 System for FSAS. They in turnm will
impact on the desiqn alternatives in terms of
viable mass storage candidates as well as
ipterprocessor communicaticn baud rates. During
fail-soft operatioms, the response time numbers
shall not increase by a factor greater than 2.
The fail-scft operaticns requirement may
possibly be achieved by a back=up systen
configquration. Its response time factor will be
discussed 1in more detail in the Systenm
Reliability Section.

4.1.2 System ~feliabililye Maintainability. agd
Availability

A restatement of the systen reliability,
maintainability, and availability requirenents
are in order vprior to discussions of their
considerations. nThe VRS shall be designed to
operate continuously 24 hours a day, 7 days a
week. Equipnent redundancy and switching shall
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provide recovery from parkial or total failures
as a fail=soft mode of operation. Automatic
reconfiquration is not a requirement; however,
operator control procedures shall be
accomplished through fast, €asy operatiouns, such
as throwing switches. Physically moving
equipment uDits and manually interchanging
cables are nct allowed. The availability of the
YRS shall not be less than 0.995 and the Mean
Time Between Failures (MTBF) shall not be less
than 1500 hours. The mnean time to restore the
YRS to operational capacity inm the event of
failures that prevent the systen from providing
current weather priefings or flight plan filing
shall have a mean time of not wmore than 2.5
minutes."”

In addition, the FSAS?'s Model 2 system

reliability requirements for redundant
applications are contained in Table 4.1.2=1.
The systen petformance requirements for a

fail=soft mecde are best satisfied Dby dual
computer confiqurations at each site. In the
event that orne computer malfunctions, the users
of the failed comnputer receiving Qo service will
call back and be answered by the other computers
servicing that area. This is achieved by
interlacing the hunting telephone system lines
between the two or more VRS computers. Wwhen one
computer fails, its 1lines are automatically
placed out of service and give a busy signal,
letting incceming calls skip to the next
available line serviced by an active computer.
mhis shall put an increased purden on the
remaining operational computers absorbing the
temporary loading of the malfunctioning computer
and could result, during peak-loadinq, in
reducing the ogverall systen response time
capability. The 90% servicing requirement £oOr
peak=hour operation could be factored into the
design of the computer network copfiqurations
such that the requirenent be met when a VRS
computer palfunctions. However, since the
frequency of failure is low and the equipment
costs high for adding enough computers to
preserve 90% answerindg service, this study will
not attempt toO desian alternative confiqurations
preserving the 90% level, put will allow a
maximum of 50% reduction in service level in
event of ccmputer failure. The assooiated
response time factors will be expected to
increase but the YRS shall be able to adhere to
the reguirements for fail=soft operations.
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The reliability requirement to restore a failed
back=up element and to have it back into service
withis one=half hour {see Table 4.1.2=-1)
substantially improves the effective MTBF of a
dual system as follows:

Given that two or more units are couwbined in
simple active redundancy and with
maintenance (i.e., all failures fixed or
replaced), the failed unit is put in service
fithin the Mean Time to Restore (MTTR)
period:

MT BF 1500 hours;

MTTR

1/2 hours;

no interruption of service occurs
if one unit fails:

MTTR includes failure detection
time, troubleshooting time,
restore time either by repair or
replacement, and chleckout time.

Under these conditions, the effective MTBF
of the ccmbination is:

2
MTBF /(2 X MTTIR)

Duplex

1

2
(1500 ) /7{(2 X 1/2)

2,250,000 hours

Obvicusly, with this high level of back=up
conputer reliability (i.e., an effective MWTBF
which is gqreater than 250 vyears), we should
check other elements of the system such as
power, communication linpes, and telephone
equipament, to find the weakest 1link in the
chain. Having the reliability of one of the
elements of a serial system more than two or
three orders of magmitude qreater thkan the other
elements does not materially affect the
reliability of the entire systen. However, it
could provide us the latitude of relaxing the
MTT™® requirement (e.q., if it were changed from
172 hour to 24 hours, the effective MTBF would
be 5.% vears) and passibly result in savings in
system maintenance costs.
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The reliability fiqures for the solid state VRS
components are quite high. The telephope
equipment has reliability values in the range of
one failure in approximately every 500,000
calls., The communication 1lines (data lines)
between computers are about as reliahble as their
nodems, with a MTBF of 10,000 hoars. However,
noise ©problems on these lines are likely to be
more frequent than hardware failures. Pegarding
power, the FAA has requirements for a stand-by
pover unit, Commercial pover failures are not a
COMRON OCCUrLrence. Typical commercial dual
feeder system power failures are on the order of
100 X 1076 failures per hour with a Mean Time to
Repair of 2 hours. This availability factor
together with a redundant power unit with
a starting probability of 90 percent provides an
effective pcwer availability of 99.998%. For
this study. it is assumed that stand=by power
service will be utilized if already available at
Vi3S sites: no separate provisions will be
factored into these alternatives.

In summary, the Proposed Hardware Copfigurations
{see Secticn 4.4y adhere to the systen
reliability, maintainability, and availability
requirements, assumning that the fail=soft
concept is adequate.

ground BRules dnd Assumptions

Consistent with the functional requirenents
secticon, the following rules and assumptions
bound the scope of the VRS capabilities and will
be used to facilitate sizing amd +trade-off
analysis:

1. No record will be maimptained within the VRS
for stecialist access of any data
transactions between the pilot and the VRS.

2. There will ke no data edit position.

3. Flight plans will not be recallable thrcough
the VES.

4. There will be no 1legal recordings of
transactions between the user and the VRS.

5. Frompted and unpromrted user data entry
modes shall be available for all modes of
operation.

4-6



ba 1.4

6. For the purposes of this study, all VRS
sizing will be based on the digitized voice
technoloqy using ADPCM.

7. ©PRach VRS computer can handle 32 simultaneous
lines (channels). This capacity is based
ugon current VRS technology, projected to
1983 production.

B. Fach VBES Weather Data Base Processor can
support up to 8 VES computers.

9. The VRS computers shall not need operators,
i.e., it shall be a simplified start Ltutton
operation.

Specialist Interagtion

The VRS shall provide for transfer per request
of the user to an attended specialist position.
Transfer between the VES computer and the
specialist shall be acccmplished by a simple
telephone extensiaon, with a hold button, at the
specialist  fposition. The VES will put the
caller on hold when he requests specialist
service. The specialist extension will blink on
hold until the call is serviced.

Compuker Network Comfigurasions

There are two major aspects of the computer
network confiqurations which must be examined in
this study. One aspect addresses the trade-offs
in centralization versus decentralization. The
other aspect addresses inplementation phasing.
Wwithin any gqiven confiquration, there are two
major demand comnsiderations: the number of
peak=hour callers, and the averaqge duratiom of
each call. Withimn the peak=hour calls there are
several levels of service and several forecast
vears to consider. All of these factors produce
a nultidimensional matrix of possibilities to
examine. In qgrder to limit the examinatioms to
that which can be accomplished within a
reasonable schedule and resources, a preliminary
manual analysis of network confiqurations was
performed and the results ¥gre used in
formulating a table of major computer netwark
confiqurations requiring more investiqation.
Table 4. 1.5=1 presents these selected
confiqurations. Portions of the @matrix of
copfiqurations have been eliminated because the
confiqurations do not make sense or they are
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inherently more expensive than the other
alternatives or because the factors involved are
covered by other configuratioss. Althougqh the
preliminary manual analysis will be discussed in
the communications analysis section later in
this repert, it is helpful at this point to

highlight the confiquration trade=off
characteristics evidenced in this kind of a
national inplementation. Fiqure 4.1.5=1
illustrates the cost behavior as the
alternatives vary from centralized to
decentralized netvorks. These results,

recognizing that the user demand and equipment
cost estimates were based cn rough estimates to
cxpedite this simplified desk top analysis, show
the minimal cast system falls between the FSDPS
equirment site configuration and the more
distributed FSS VPS equipped corfiquratian. As
will be seen in the latter part of this study
(i.e., Secticn 5.U4), this minimal cost regqion
was further validated by the nmnore extensive

computerized analysis. The computerized runs
indicated by the X's in Table 4.1.5-=1 explore
the nmost sensitive parameters of the VRS

national implementation alternatives.

Spee€ch Digitizatidn and Compression

The kev factor in the desiqn of a digital voice
response system 1s the <choice of the form of
digital representation for the speech utterance.
The scientific and engineering field has matured
in recent vyears, and it can offer abundant
possibilities ranging from Linear Delta
Modulation (LDM) to Formant Frequency Synthesis
techniques. These techniques, classified into
waveform codiny analysis/synthesis cateqories,
are sumnarized in the following fiqure in tersms
of four major characteristics:
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10-Year Cost

Monthly Cost

$180M $1500K

$120M $1000K

$60M

$500K

Legend:

Total System Cost
— —-— Telephone Cost
~~----- Equipment and Maintenance Cost

— — — — Equipment Cost

Factors:

1986 PB peak hour

Average call 3,75 minutes

5% busy signals

VRS unit cost $100K

DBP unit cost $125K

Maintenance cost 10% equipment cost
No voice recognition capability

No fail-soft configuration

g
-
. - - 4-"":“-'.
vemam e —~———
e t t
Centralized FSDPS Site (20) Decentralized
Configuration Configuration VRS Sites at FSS's

DBP's at FSDPS
(293 VRS/20 DBP)

FIGURE 4.1.5-1 - PRELIMINARY MANUAL ANALYSIS SUMMARY
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WAVEFORM CODING |ANALYSIS/SYNTHE5

Vocoder

M
. Ll')M PC | ADPCM | Syst ems LPC FORMANT
1 |4 l |
Bit Rate 1 Mb/s 56Kb/s 32Kb/s 24Kb/s| 10Kb/s 2.4Kb/s 600b/s

I
Digital Storage Most «——o0 Moderate -FE‘—- Least .

. [
Complexity - Least -@— Moderate —#»@@———— (Greatest ——»

|
Pilexibility a@—— Least -"I‘ Greal eni ———gp
|

These cnaracteristics govern the choice of the
digital coding method for specific veice
respcnse applications. Zhey are:

i The information rate (or pit rate) required
for producing acceptable speech quality;

2, Storaye required to provide the set of
vocabulary necessary for speciiic
applications;

3. %he complexity of the <coding and Jdecoding
schenes which inpact the computerc
regquirements;

4, ©The flexibility of the representaticn and
modification of the vocabulary elcoments.

Zhe %8C's VFS prototype demcnstration systen
uses the BILBCM coding scheme which lies in the
middle of the technology spectrum. At pres<nt,
the 750=utterance vocabulary is implemented on a
fixed head disc., Tc implement the naticunal Vi,
using AuUPCM technoloqy, the risk is very low.
The required 400¢=utterance vocabulary could be
implescnted by a hiqh-speed woving head disk
servicing multirle users. Later 1in the ncar
future, within 3 years perhaps, it is expected
that the technology for the production of mass
storagqe clements will be 1improved such that
implementing the 808C=utterance vocabulary in a
solid state memory becomes feasitle and cost
comretitive,
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The LPC (Linear Predictive Coding) technique of
speech synthesis is an advanced
state=of=the~art. It is capable of providing
extrenely accurate estimates of the speech
parameters with low input data rate, buat the
dynanic computation {(numnber crunching)
requirement is quite high. Only recently, an
Erglish 1lanquage training aid in the form of an
educational toy appeared on the market utilizing
a proprietary L1SI (Larqe=Scale Inteqgration)
speech synthesis chip. 1Its vocabalary is rather
limited (approximately 250 utterances) and the
speech quality although intelligible is
noticeably inferior to the ADPCM speech produced
at TsC. However, it 1is thighly probable that
within three vyears the LEC techmoleogy could be
matured to a point which warrants serious
consideration for the implementation of the
natiompal VRS.

The Formant Frequency method as showsn in the far
right of the spectrum possesses qreat features
to be the 1ideal sreech synthesis technique.
However, it is still in the laboratory research
stage, and it will not be considered for the
naticpal VES at this time.

Systed Regspense Time

The automation response due to a 32-channel VRS
service load is well within 20 percent of systenm
instruction execution capacity. The users would
see no delays doe ta processor backlog (small
fractions of a second). This is true for both
the VRS and the Data Base Processors, assuaing
that asyncronous servicing is used throughout.

There are, however, twvo areas of systenm
resources which may offer delay when 1loads
increase. These areas are the inter=cgomputer

communications line and the Data Base Processor
data file {assumed to be on a disk storaqge
unit).

looking first at the inter-computer
communication line, it is desirable to keep this
line within the range of a voice grade 1line ¢to
obtain the associated economies compared to
digital data service lines. A 2400 baud level
of service 1is assumed to operate reliably on
this voice gquality line. This baud rate will
produce small delays due to queuing of reports
transnitted from the Data Base Processor to the
VR5 unit.
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First, the average call length is six ninutes,
Zach caller requires 10 reports, each averaging
about 35 seccnds to wutter, 1including prompts.
About 0.95 seconds are required to transmit the

vocaktulary <codes (fpointers) and associated
communication prctocol (10=hit AZCIT
asynchroncuis umcde). Tf 32 <callers are on
siwmultaneocusly, there will be 32 such

transmissions per 36 seconds (1/10 of 6 minutes,
the time reguired fcr a single report). Taking
a Poisson random distritution function to
examine this queuing problem, the delays caused
by simultanecus requests tfor reports can he
expressed as follows. ®ach user will exreriencce
a one-second delay, twice each call., Cne out of
every two users Will experience a two=second
delay once per call. One cut of every 9 callers
will experience a 3=second delay, once ger call,
Cne out of 47 callers will see a id=second delay,
one out of 320 callers a S=-second delay, and one

out of 2500 callers a €-second delay. oLhn
practical terns, these delavys due to
communication queuing are tolerable and

infrequent enough tc adopt the voice grade line
eccnomnies,

Next, let us examine the disk access loading at
the Data Base Processor sites, Assuming thkat
one "ata Base Processor services eiqght VRS units
of 32-channels each, it is possible to have 286
requests for data over a 2f=seccnd period (using
the same loading discussed above). Jsing
typical moving head disk performance, about Uv
randcm accesses per seccnd can be serviced with
transfers of less than 57Z bytes per access
(this nessage block is adegquate for this
application), This means that ¢.4 seconds are
required to vetrieve all 25€ reports. TIandom
distribution factors will spread the requests
over the 36-second period such that delays will
be within one second aimost all of the time. 1t
is assumed that the data base updating accesses
will be of lcwer priority and less freguent such
that neqligikle interference is caused.

2ne vary impcrtant response time improvenent
cver the currcent prototype viS design is assumed
for all alternatives. This improvement is hased
upon the vcice decoding device having direct
access to the digitized vocabulary storage
device (e.q., EROM memory unit). This relieves
the Vi4S processcer frem handling this flow of
data through the ccmputer. %“he voice decoding
unit (the buffer management module) has adequate
capacity im its microprocessors to perform this
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direct access with neqligiktle delay.

-n  summary, the VIE response delays should
remaia within the 2,5 =second requirement for
most users except for one in ? users who would
see abkout a 3.5 second delay a4t peak lcading,
€tcs, as discussed atove. “These delays caa be
reduced if needed by increasing the
inter ccmputer communicatior baud rate or
switchingy tc the wmore efficient synchronous
communicatico mede,

Facilitices

A desirs exists to ccnstrain the VIS to the F32
autcmaticn facilities, This <constraint will
facilitate rfrovisicn of the environmental
conditions required for this equipmant,

However, 1if further decentralization of V=34
equipment Tfroves to be beneficial, the costs of
tacilitics alteration will ke included.

Cperation

n

The V3¢ shall be desiqned to operate 24 hours a
dav, 7 days a week, Wwith the exception of
scheduled preventative maintenance periods. V¢
computers chall have a simple push=button
cperation start up mode and shall nct cequire
special cperators,

“he flight service station specialist shall be
acle tc perfcrm start-up, restart, and snut-down
procedures fcr VRS computers by means of simple
push -buttcn rrocedures,

“he VRS VWeather ©Data Base :Irocesscr shall
include monitoring functions and outputs at the
Data Tase Prccessor Terminal, These functions

3hall iuclude system perfermance, status outputs
and system error ccmments, “he op=ration of the
“ata Base Processor will ke kept very simple as
in the V25 site with a minimal amount of
additional training of <cperators for handling
special rrocessing such as dumping usage records
to magnetic tepe and running systen aneglysis
programs to mecasure performance and response,
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The software functicnal capacity 1is based wupon the
current prototype software and its extension to
encompass additional vrS software functional featires
for this stuldy (see %ection 2). This activity is
projected for ths 1982 °f3 time period, For the
purposes of software costing, estimates were generated
in view of current software technologv ani no attaenpt
Was made to factcr in the 1impact of softwars
technological advancements occurring during the
referenced time frare.

Therefore, ocur software development assumptions will be
based on two key factcrs, First, that the computer
architecture for the 1682 83 time pericd will be
essentially the same as uscd in the VZS Prototype
JDemonstration Zystem, And the second key factor is the
availability and potential utilization of the prototype
software desiqus and even source codes currently

developed, The fprctotype software 1s desigred in
modular functional units,. 1he current Data Base
Processcr software is implemented primarily in FO .7:AU.

T0 upqradc the software for the new Mata Base Processor

should constitute little c¢r no problem siace there is

essentially pminimal conversion betwaen oz T AN
versicns.

In the following secticns, software modulcs %ill be
identified with —respect to a two-phased development
approach and where applicahle, some mnodules will pe
discussed krieily.

4.2.1 V25 Computer Software pevelopment

Although coding for the current VE3I comfputer has

been inmplenented in machine lanquage,
nevertheless the software design and data base
structure are c¢tfective and salvageable,

Software sizing tor the eadditional new Vi S
comruter prcducts not currently implemcented in
the rprototype v3S will <causc aore impact in

terms of expanding data base or nmewory
reguirements than on the arcunt of new software
to Lke irplemented, These new products could
readily be ipplemented for the most part in
FO T uAN, and make considerable use of existing
rroduct sukroutines instecad cf redeveloping
them.

In the case ci flight plan data emntry, a partial
implementaticn such as a "fast file" modc of

operation 1is available, when thc rmode is
requested by tae user, the VI€ conputer simply
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records the flight plan spoken by the pilot,
This inrormation is subsequently manuaily
processed by a specialist at the Vv®% computer
site,

Another rartial implementation approach pertains
to a manually augmcnted PATWAS3 real-time message
capability. " his capability wmay be necessary to
B47TRAS VI3 ccmputer sites during early phases of
the rational V.3 development, It is during this
time period that a limited Vi? vccabulary is
expected to exist. & real-time voice digitizing
and encoding capability would permit special
messages to ke added to the automatic weather
reports corprising DATRHAZ reports. These
special messages would be adapted to the local
V.¢ 3ite and would physically reside there,
When 2A7WAR is accessed Ly the users, these
real time vcice wessages would be appended to
automated TALWAS voiced rerorts. 1in  the final

implementaticn, the local realetime PATWAS
messaqes can be entered on a simple keyboard
tercinal. "“he messayes %will be sent to the Data
Base PFrocessor automatically and then he

processed similar to other reports. The message
would then be treated as any other PATWAY
product and will be voiced automatically,

Bata lJasge Drccessor Joftware Development

cn the VRS Frctcectype Demcnstration System, there
is a master=slave rclationship, with the master
being the VRS Ccmputer ard the slave being the
Zata Rase Prccessor,

For this study, the functicns cf 2ilot Briefings
and TATWAS/TWEB shall c¢cntinue with the same
computar master-slave relatiocnship. However,
for flight plan data entry, it appears that DJata
BEase rrocesscr should assume the master role,
he reason for this approach to flight plan
entry is to permit most o©f the butfers and
processing lcad to ke on the Data PBase Processor
and thus reduce the load on the V- computer,

suring the ccurse of this alternatives stuly,
there have Dbaen references tc the possibility
that the *ata Base Processor functions be
incorporated into the F.D2TFS and/or the hviation
Weatner Processcr. However at this time, for
this study, there 1is insufficient information
reqariing contractor proposed design for the
FSAS to intelligently size this alternative., As
a result, this study will size a segparate Data
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Base Processcr for all data base processing and
support functions {including flight plan

handling). Tt 1is also assumed that there will
be a local 1ink cornecting the pata Base
rocessors to the FEDL&'s or Aviation Weather
LOCesSS0rLs.

Softwace 3izing and Costing

software sizing for the national V:S prograuns
and modules were generated by comparisons with
the current prototype system wherever possiile,
“he ccuplexity cf a module and its sizing can be
estimated in terws of the associated prototype
software prcducts, in this manner, estimates
were qenerated for FORZ AN source sStatements,
machine 1language instructions, and total memory
rejuirements including data hase allocations as
summarized in vables 4.2,3 1 and 8.2.3°2, These
tables @numerate estimates for the V&5 computer

and the fata Base frccesscr respectively,
Actual sizing figures for current ViS5 prototype
programns and modules for the respective
Erocessors are dencted in Tables 4,2.3°3 and
e 2a3-l,

various methods fcr estimating ccsts are

currently being wused throughout the industry.
Before we discuss the approach we ugsed for
costing, we sShould briefly address the major
factecrs arfecting scftware costs,

"00 cften the magrnitude and complexity of larqge
software activities are undercestimated or their
requirements change such that they are not
developed within the initial budgetary and time
estimatas, Cther factors merea germane to V=&

affecting software costs include scheduling
requirements, rhased developmants, software
reliability, and guality of Jdocumentation.

"hese factors will Le addressed shortly,

The approach chosen for estimating future
scrtware costs is a guantitative-analytic nmethod
(Ref. 9). The parameters used, as adapted for
the Vi?, are listed in %“able 4.2.3-5., “hese
iters must consider: estimated instruction
counts; level/cateqory ot complexity;
programmer productivity; Fercentages of
analysis and design, <c¢cding, and checkout
accecmplished in previous efforts; percentages
o programmer cost for remaining analysis and
desiqgn, codirqg, and debugging; and a break-out
ot percentages for module testing and
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TABLE 4.2.3-1

NEW SOFTWARE SIZING ESTIMATES - VRS COMPUTER
Functional FORTRAN Machine
Area Source Instructions Memory

1, Pilot Briefing —— 700 30.0 KW
Operations

2. Flight Plan —— 300 8.3 KW
Entry

3. PATWAS/TWEB - 400 1.4 KW
Operations

4, Voice Vocabulary -—— 1000 10.0 KW
Maintenance

5. Menu Selection —— 100 0.2 KW

6. Support - 200 1.0 Kw
Functions

TOTALS 2700 50.9 KW
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TABLE 4.2.3-2

NEW SOFTWARE SIZING ESTIMATES - DATA BASE PROCESSOR

FORTRAN Machine
Functional Area Source Instructions Memory
1. Pilot Briefing Data Programs
e Notice to Airmen (NOTAMS) 1400 5390 14,8 KW
e Pilot Reports (PIREP) 1100 4235 11.6 KW
e Weather Warnings
-- Severe weather forecasts 900 3465 9.5 KW
and bulletins
—— Hurricane advisories 800 3080 8.5 KW
-— Significant meteorologi-
cal information
SIGMET 900 3465 9.5 KW
urgent SIGMET 500 1925 5.3 KW
convective SIGMET 1600 6160 16.9 KW
—-— Severe weather outlook 800 3080 8.5 KW
—— AIRMET 1000 3850 10.6 KW
~— Alert weather watch 900 3465 9.5 KW
e Density Altitude 1000 3850 10.6 KW
e Synopsis 900 3465 9.5 KW
# Transcribed Weather Broadcast 1850 7123 19.6 KW
-— TWEB
e Pilots Automatic Telephone 500 1925 5.3 KW
Weather Answering Service —-
PATWAS
® Local Weather 250 962 2.6 KW
® Route-Related 1500 5775 15.9 KW
PILOT SELF BRIEFING SUBTOTAL 15900 61215 168.2 KW
2. Flight Data Handling 500 1925 9.5 KW
3. PATWAS/TWEB Generation and 1500 5775 15.9 KW

Updating
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TABLE 4.2.3-2 (Continued)

NEW SOFTWARE SIZING ESTIMATES - DATA BASE PROCESSOR

FORTRAN Machine
Functional Area Source Instructions Memory
4, Voice Vocabulary Maintenance 500 1925 9.5 KW
5. Support Functions 400 1540 2.5 KW
GRAND TOTALS 18800 72380 205.6 Kw
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TABLE 4.2.3-3

PLUS PROTOTYPE VRS SOFTWARE ACTUAL SIZING

FORTRAN Machine

Functional Area Source Instructions Memory
1. Pilot Briefing Operations 0 6010 62.9 KW
2. Flight Plan Entry Not Implemented Yet
3. PATWAS/TWEB Operations Not Implemented Yet
4, Voice Vocabulary Maintenance 0 300 0.3 KW
5. Menu Selection 0 120 0.2 KW
6. Support Functions 0 550 0.6 KW

TOTAL 0 6980 64 .0 KW
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TABLE 4.2.3-4

PLUS PROTOTYPE DATA BASE PROCESSOR SOFTWARE ACTUAL SIZING

FORTRAN Machine
Functional Area Source Instructions Memory
1. Pilot Briefing Data Programs 17690 48946 134.4 KW
2. Flight Data Handling Not Implemented Yet
3. PATWAS/TWEB Generation and Not Implemented Yet
Updating ]
4, Voice Vocabulary Maintenance 860 3300 4.0 KW
5. Support Functions 1050 4060 4.0 KW
TOTAL 19600 52306 142 .4 KW
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dvnanic/inteqration testing. This data must be
accumulated on a per product/modula basis with
appropriate values Leing assiqgned., “he
referesnce c¢c¢dles 1inm Table U,2,2=5 have heen
included to relate the fcllowing discussion of
these factors in the VIS ccntext:

(a) ©Real time programming is cn the order of
2-3 instructions per day.

h) frogramrer productivity dis the biggest
variable among prograamers and can be
represented only by average numbers for the
respective computer type (see “able
4,2.3=6a). Productivity is alsc a function
of module difficulty and schedule duration
and its index factors arz presented 1in
*able 4,2, 2-6b, %o calculate the number of
instructions/statements per day, select the
appropriate index factor ({e£.9., for a
project duration of 12-24 wmoonths and a
creqram mcdule of medium difficulty the
value 1is 1.,2) and multiply it by the
computer type value (€.q., DBP=%.0).

{c) Jenerally the programmer's respective tine
percentaqges for software development
breakdcwn are:

Analysis and design 35%
coding 20%

=
[8)]
=

Jebuqging

3gain, there is a gocd deal cf variance
here. ror example, 1if it is a long-=tern
project, then later in the development the
analysis and design factor could be
expected tc decrease significantly, perhaps
as low as 107%. cther factors include
rrogqramrer's familiarity with the computer,
the support software, the operating system,
debugging aids, and availability of
computers tor software debugging,

(d) “he percentaqges of analysis and design,
coding, and debuqging fcr the respective
modules accomplished in previcus efforts
could wvary a good deal from module to
module, T he new effort could be a simple
aid-:on. Then aqain it could entail a
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TABLE 4.2.3-5

PARAMETERS FOR SOFTWARE COSTING
¢

Parameter Meaning Reference
Predicted total executable instruction count
Function of difficult instructions, such as (a)
operating system, real-time programming
Programmer productivity (b)
Percentage of programmer cost allocated to (c)
analysis and design
Percentage of programmer cost allocated to (c)
coding
Percentage of programmer cost allocated to (c)
testing
Percentage of analysis and design effort @
accomplished in previous efforts
Percentage of coding accomplished in previous (d)
efforts
Percentage of module or program checkout (@)
accomplished in previous efforts
Percentage of testing allocated to module (e)
or program checkout
Percentage of testing allocated to integration (e)

testing
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TABLE 4.2.3-6

PROGRAMMER PRODUCTIVITY

Computer Productivity
T (Instructions/statements
ype
per day)
Data Base Processor 9.0
VRS Computer 4.5
b
PROJECT DURATION (in months)
PROGRAM
DIFFICULTY 6-12 12-24 > 24
Easy 2 2.4 4
Med ium 1 1.2 2
Difficult 0.6 0.7 0.7
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cemplicated module wmcdAificaticn requiring
detailed knowledqe of the existing progran
logic ard design,

() The ©percentage of testing allocated to
nodule checkout is generally 0% with
another 40 % for integration testing,

As previously stated, these parameter data were
applied on a per-module basis rezulting in a
respcctive instruction/statement per day count.

“he resulting projected software ostimates are
presented irn Table 4,2, 37, rhese costs are
enumerated in terms of the software Ffunctional
areas as a function of the V<2 compater ani the
"fata Base Prccessor, .ach processor in turn is
btroken-out in terms of <conversion software
effort and new fprcducts cffert and their
gstimates are 1listed in labor-weeks., For cost
purroszs, seventy thousand dollars is equated to
one labor year cf effort,

Zable 4.,2.3 8 contains another cut at the
projected scftware estimates, in this cas«, for
software develcpment in its entirety from
scratch, Similarly, these costs are listed in
labor weeks and rpresented in terms of tle
software areas as a function of the V:< computer
and the lata Base Frocessor.

megarding dccumentation, the @ranuals to be
supprlied shculd ©Le the same as those required
for the TFJAS software develcpment, with the
guality of documentation teing equal to Ievel I
as described in FIFS Fublication 38 (Ref. 19).

Zhe rprojected documentation costs are 313K
which toqether with the two project:d software
costs amounts tc $1,000K and 3$1,282& for the
conversicn and new ©products approach anil the
complete coftware developrent arproach
resrgectively,

(&

airtenance

Z9ftware |

Joftware mainterance should be minimal in nature

since the orerational functions are well
defined, FAA assumes to handle this area of
responsibility for these V%c systems upon
acceptance at the resrective sites. Any

software changes will predominately be of an
enhancement nature and will be ismplemented by
FAA software personnel, For this reason,
software maintenance costs are not included,
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TABLE 4.2.3-8

SOFTWARE COST ESTIMATES - SOFTWARE DEVELOPMENT

TOTAL
FUNCTIONAL AREAS s Ll LABOR COST
(Labor-Weeks) (Labor-Weeks)
WEEKS
1. Pilot Briefing 71.6 622.0 693.6 933.7K
2, Flight Data 9.9 9.3 19.2 25.8K
Handling
Jg PATWAS/TWEB 14.4 27.8 42.2 56.8K
Operations
i pdees foeabul any 26.6 25.2 51.8 69.7K
Maintenance
5. Menu Selection 5.6 - 5.6 7.5K
6. Support Functions 21.3 26.9 48,2 64.9K
TOTALS 149.4 711.2 860.6 1158.4K
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Hagrdvare Considerations

The hardware fuanctional capacity and cost estimates are
based upon the current prototype system and projected
technology for production about the 1982-83 period.
These estimates consider several important factors.
The current VRS developmental egquipment, which is
approximately two vyears old, costs about $100K and
handles 20 callers: the Data Base Processor systenm
costs about $150K and handles only ome VRS unit but
supports many other unrelated functions simultaneously.
Sizing the hardware for 1982 represents about a
five=year advance in technoloqy over the curreant VRS
computer and associated equipment. In addition, thkee
current system was developed on general purpose
computers rossessing broader capabilities in both
hardware and software than are required for VRS
operational support. Thus, in projecting the number of
callers which can be handled by the future VRS unit and
its likely cost, it is necessary to consider only the
specific capacity requirements for VES and the new
technoloqy advancese.

4.3.1 VRS Hardware

The ccompeosition of a VKS unit can be briefly
described as a minicomputer, a vocabulary
storage device, a voice generator and an input
device. The <choice of 1individual components
should be carefullv selected to suit the maijor
functions of the VES. it must be recognized
that the current VBS prototype is less efficient
in both hardware and software than could be
achieved in a tailored national implementation.
Recoqnizing this, 1let us examine the selection
factors for the major hardware items comprising
a VPS unit.

The minicomputer should be selected for its
ability to efficiently asynchronously handle 32
VRS channels, buffering I/C data and commands
with the peripherals such as the tone input apnd
voice output units. This minicomputer may have
a small menory requirement if the voice
generation unit has its own digitized vocahulary
storage unit, thus saving the requirement for
buffering the digitized vocabulary to the voice
generating unit as it is done in the prototype
systems. 1In addition, if the design forwards
all flight plan entry data to the Data Base
Processor as it is input, the needs for
buffering this data in the VRS computer is
reduced. The need for VRS floating point
hardware may be eliminated if integer precision
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is comsidered in the design, and all route
conversions, etc., are releqated to the Data
Base Processor. With these features, the VRS
couputer may be satisfied by a small
minicemputer or even an advanced Bicroprocessor
computer of the 1982 era. However, for this
study, a minicomputer similar to the current
prrototype system will be used as a low=risk
selection,

The next major hardware consideration addresses
the vocabulary storage unit. The current VRS
prototype uses a fixed head disk for this
pucrpose, with a fast wmoving head disk for
back=up. The important consideration in
selection is the ability to randomly retrieve 32
digitized voice data streams at a rTate which
services the voice generaticn unit without
noticeable delays in utterances. The ADPCM data
compression approach requires about ten times
more data per utterance than LPC concepts. The
LPC concepts suffer from poorer voice quality.
The storage device selection therefore is
sensitive to the selected data compression
methodoloqy. Since the LPC technoloqy is in an
early staqe of proven capability for this VRS
application, our study will focus on device
selection around the ADPCM concept. This is a
lower risk agproach and it easily facilitates
LPC storage capacity needs if chosen later in
the implementatinon. A recent LPC innovation in
games has illustrated ithe advantages of using
read cnly memory (kOM) for digitized, compressed
vocabulary storagqge. This approach is highly
desired for the VRS unit since it eliminates the
mechanical elements associated with the disk
units and thus improves reliability to a level
of solid state egquipment. The recent advances
in large capacity :CM, Programmable RGH {PROMN) ,
and TFrasable PROM (EPROM) chips opromise to
fulfill the needs even for an ADPCM digitized
vocabulary of 4K utterances (between 8 and 10
meqgabvytes). The important factor in the
economics of using these storaqe devices is the
quantity of production since there is a
sigqnificant initial cost for ROM ma sk
development. The use of EROM's offers better
econonics for smaller production quantities but
it has lower density characteristics, therefore
requiring rore chips, The Jimprovements in
EPRCM's have actnally produced significant
capacity in each «chir, comparing favorably to
R0M's. Their cost, although higher than large
production ROM's, will be competitive for small
production quantities however. Since the number
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of VRS units will not be large in terms of RQM
production economics, it 1is more likely that
DPROM or TPRECM vocabulary storage units are more
practical for national implementation. lastly,
it is 1likely that the PEOM vocabulary storage
unit will be more expensive than disk units, but
the reliability advantages justify the increased
costs and the ease of random access directly by
the voice generation umit and hiqh transfer
rates associated with PROM's easily suprort 32
channels. ™herefore, this study will focus upon
the use of a solid state vocabulary storage unit
for the full capacity natieonal system.

The next hardware item of concern is the voice
generation device. An earlier sectiom discussed
the digitization methods. Each channel must
have a digital-to-analog capability plas the
associated data accessing, buffering and logical
control features to produce the utterances upon
command of the VES computer. As discussed in
the previous paragqraphs, the voice generation
Jevice should access the vocabulary storage
device directly (e-g.., by a DMA, Direct Hemory
Access, capakility) to produce efficient and
responsive performance. The conversion and
expansion circuitry for processing the digitized
voice, both ADECM and LPC, are considered
similar in cost in the 1liaqht of the new LPC
technology used in the LPC speaking qares. The
very complicated aand heavy computational task of
decoding the LPC voice data has been reduced to
a single integrated circuit. A similar approach
is possible for this applicatioa.

Tn the area of voice «recognition, several
devices are ijust becoming available which handle
a small vocabulary for selected applications.
mhis technology will be discussed in a later
section. 1In terms of capakility and costs used
in this study, the existing systems have been
projected to increase in capacity by four times
the number of chanuels served and to reduce in
price by 25% compared to the 1978 devices.
Thus, an eight= channel system selling for $B0K
will support 32 channels and sell for $60K in
1983. fThe four=fold increase in capacity may be
on the optimistic side, but is possible.
Although the cost difference between voice
recognition and tone decoder devices is
siqnificant (i.e.. voice recoqnition unit costs
are 20 times greater than tone decoder units
{Ref. Table 4.3.1=-1)). this study will use VRS
hardware confiquration costs which include the
voice recognition capability in addition to the
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Table 4.3.1-1

VRS 32-CHANNEL HARDWARE ELEMENTS

(Solid State Vocabulary Storage)

Element,

Processor
Voice Management Unit
Voice Generation

Unit

Tone Decoder
Unit

Voice Recognition
Unit

Vocabulary Storage
Unit

Terminal

Telephone Interface

Description

Minicomputer with 256K bytes
of memory and I/0 interfaces

Multi-channel voice output
control

Digital to amalog voice
output unit

Tone recognition and input
channel multiplexing

Voice input recognition and
channel multiplexing

One of the following options:

PROM for 4K vocabulary (ADPCM)

PROM for 1K vocabulary (LPC)
PATWAS message entry

Interlaced connection and
subsystem interface control

4-32

Estimated

1983 Cost

$10K

$ 3K

$ 2K

$ 3K

$60K

$2 0K
$ 4K

$ 1K

$ 1K



tone input unless stated otherwise.

mhe last major hardware area of concern 1is the
PATWAS cCeal-time messaqge entry capability. In
the early rhases of implementation, when a
limited VRS vocabulary may exist, it may be
necessary to implement a real-tinme voice
digitizing and encoding capability to permit
special messaqges to be added to the automatic
weather reports copmprising PATWAS reports.
"hus, it will be necessary to provide at the VRS
site a voice digitizing inrut device and a means
of storing and retrieving these reports by the
VES computer. The input device is relatively
simple and ipexpensive ($2K) for ADPCM encoding;
however, the LPC approach requires a
considerable amount of processing and
conceivably might need a separate minicomputer
compartable tc that of the VRS unit itself. At
the time when the VRS vocabulary is increased to
support all types of weather products, only a
simple computer input terminal will be needed to
enter these real=time PATWAS messages. These
messages will be transmitted to the Data Base
Frocessor where it will be translated using the
extensive existing vocabulacy for all its
voicing needs. This study assumes that a full
vocabulary exists and adds only the simple
terminal costs to the hardware estimates.

In summary, the VRS hardware elements are listed
in Table #.3.11 far the full irplementation
capability. Also shown are the proijected costs
by element. These costs have been estimated
using available literature, discussions with
manpufacturers and experience with similar
hardware items. The estimates assume that 100
or more units would be produced by a
manufacturer with adequate production experience
to develop specialized hardware tailored for
this application. :

For compariscn, a simplified 20-channel version
of the current VRS prototype would cost about

$60K using 1978 hardvare. The proijected
32-channel system will cost $80K in 1983 (with
no voice recognition capability). This

difference reflects an increase of about 50
percent 1in channel capacity due to the
eliminpation of general purpose software needed
in the prototype, more efficient software and

the selection of a pinicomputer with
characteristics better suited to the VYRS
functions. The 38% lower price reflects cost

reductions due to five vears of hardware
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advances and the bighly competitive nature of
the mini-and microcomputer industries. These
estimates will be used as the basis of our
computerized network analysis.

To simplify this alternatives study, maintenance
cost estimates for a VES site will be related to
the equirpment costs by a simple percentages of
hardware cost. For this study, the FAA has
established a 20% value per vear for estimating
associated hardware inventory, spare parts, and
labor. This 20% value was derived by assuming
that the hardware costs associated with 134 VES
sites was $80K per site. This 20% value
established bty the FAA ccmpares on the high side
of ipndustrial nmaintenance contract estimates
which run between 5% and 10% of equipment costs
each vear for such systems. 7Tt is assumed +that
one-day service is all that is required for VRS
Sites since each site will have a dual VRS unit
at a minimum and will operate in a fail=soft
mode in event of failure in one unit. Relaxing
maintenance to one-day service nmay actually
reduce maintenance costs closer to the 109 range
by permitting a vregional maintenance depot
concept to be used.

Datd Base Processor Hardware

This national VRS implementation alternatives
studvy is based upon a network of distributed
PLoCesSsoOrs. The pilot interface with the
automated system is with the VRS unit discussed
earlier. This VRS unit requires support in
supplying the encoded weather products and in
handling fliqht plan filing information. These
supporting services are relegated to the Data
Base Frocesscr. One Data Base Praocessor is
estimated tc have the capacity to service up to
eiqht VRS units simultaneously. At this level
of support, a minicomputer system with a
capacity equivalent to the current prototype
Nata Base Processor {a Digital PRquipment
Corporation PFDP 11/70) will adeguately handle
the workload without response delays. This
number of VES units is conservatively estimated.
A single weather data base file on a single disk
storaqe device will suppcort approximately 20
weather repcrt retrievals per second (256 byte
reports, equates to about 35 seconds of
utterance). This allows for an equal amount of
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access time for data base updates. Selecting B8
ViS units, the random service requests from 256
users (8 VRS units with 32 <channels each},
although averagqing about 8 accesses per second
would allow for gueuing reguests 2.5 times this
averaqe without any delav.

Table 4.3.3=1 presents the key elements in the
Data Base Proccessor.

TABLE 4.3.3-1

DATA BASE PROCESSOR HARDWARE ELEMENTS

Estimated

Element Description 1983 Cost
Processor Large capacity minicomputer $100K

with 1.25 megabyte memory,

control consoles, network

interface, tape unit, and

operating system
Storage Disks Two large capacity disk $ 25K

storage drives and controller

An important consideratior in the selection of
the Data Base Processor hardvare should be
adequate memory for efficient buffering of user
Jata and information. This Data Base Processor
wuf fering cagpacity is needed to minimize the
nemory requirements in the VRS units.
Associated with this larqe amount of memory is
the need for easy addressing of the full memory.
It may be desirable to consider the newer 32=pbit
word size miniccmputer systems for their ease in
accessing buffers anywhere in memory.

For compariscn, the currtent prototype Data Base
Processor costs about $160K. The projected 1983
costs are aprroximately 20 to 25% 1less, based
upon competitive price reductions and technoloqy
advances. This price estimate %ill be used for
this study anpnalysis.
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Maintenance of Lata Base Processor Hardware

st 1is assumed +that the <TCata Base Processor
nardware will be cc-located at the 17107 gitas,
~-n fact, if the #S9FS has the availatle capacity
and 1iequired features, it may porfocm all the
functions of the uata Hase Frocessor, thus
2liminating a separate Data Base 2rocessor
purchase, IHcwever, for this study, we will
assume a S¢Farate gata Base Zrocessor ig
reauired and must be maintained. as in the V.
hardware maintenance, a 2. % of purchase price
appears rcasonable tcr 2stimating yzarly
maintenancs costs, ~hese costs may be reducad
if the specific processor and disk drive are the
samé as those used for the FS™FS hardwarc. The
commonality will rperrit chared inventecry and
reduced training requirements for maintaining
other harldware,

~elerhore Fguiprment

“his alternative study is tased upon rinimizing
th= costs <c¢f telerhone cquipment wherever a
simplz peneficial aprroach can be found. For
example, the VI3 hardware is scoped to include
the tone decoding functicn fprovided by the
Dataphone 4::7C units in the prototype systeu.
All that is required is a simple T©AA (Direct
Access irranqcment) device to connect the Vxs to
the telephone 1limnes. The regdiremeut for
specialist interaction can also be solved siaply
by installing a push-button extension telecphone
(with a hold cption) at the specialist's desk.
When the VE® computer determines that the caller
Cequests specialist service, it siaply puts the

caller on hold, 2 he extension at the
specialist's desk will blink until Le services
thz caller. Neither call directecrs nor

call forwarding equipment are anticipated Lor
these alternatives.

Voice _ccogniticn Hardware
‘his section is devoted tc analyzing the role of
voice receognition in this study. Although
incluleld in the reyuirements specificaticn, this
techinclogqy is not quite ready for immcdiate
application to the V=S since the field of Speach
signal recognition is still in  the infancy
stage, Basic research and development work are
being conducted at many laboratories and
universities, This work can be classified into
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three cateqories: speaker verification, speaker
identification, and speech recognition.

For speaker verification, an identity is claimed
by +the user, and the verification systenm is
regquired to make a rather strict decision, to
accert or Treject the «claimed identity. The
noticn of speaker identificatien differs
significantly from the speaker verification
problem, hence a more complex problem. In this
case, the system is required to make an absolute
identificaticn among speakers in the user
population. In the area of speech recognition,
however, the problem is further complicated by
the existence of a larqe number of options which
must be specified before the problem can even be
approached. Examples of major consideratioss
are listed as follows:

1. Type of Speech = isolated wards, coanected
specch.

2. Humber co¢f Speakers = single, desiqgnated
speakers, unlimited user parudatiogn.

3. Tvype of Speakers = male, female.

4. Environment = noisy, guiet.

5. fTransmission System = microphene, telephone.
6. System Training = none, fixed, coptinuous,

7. Vocabulary size - small (e-g., 20 words);
nedium {(e. 9., 100 words): large (greater
than 100 words).

8. Sroken Input Format = restricted text, free
spoken fcrmat.

Associated with the above options, there are a
number of rractical difficulties described as
follows:

Yariations in speech patterns are found even
when the same person repeats a word,
particularly over a period of time. This
complexity is greatly magnified when differeant
speakers say the same word. Ssuch differences
have made the design <f accurate "universal"
recoqpition system (unlimited user population) a
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formidable task. Conseguently, most systems in
practical wuse enmplcy the speaker adaptation
desian, i.e., system training approach.
However, this aprroach mavy degrade the
applicability of a speech recoqnition feature in
the national VRS.

BacKground ap

Breathind Ncise

Background and breathing nmnoise can be a real
problem where svystems may have tc operate at
noisy work sites. Fxperience dindicated that
this problem could be solved by using a
noise=cancelling microphone on a lightweight
headband as those used by air traffic
contrcllers., However, this approach would not
help the VES users (pilots) using regular home
or office telephones.

Extrageous User S

gunds

Fxtraneous user sounds may occur as as a Tresult
of coughs, sneezes, threcat clearings, or side
conversations. These types of sounds can bLe
elipinated toc a great extent, if not completely,
by the technique of wusing cued speech. This
means that the recognition device is told to
listen to the user only at precisely controlled
times when the user is told to respond.

The above=rentioned difficulties can be
minimized by clever designs and judicious
selection of system options, and these are
precisely the approaches taken by a few

companies to market their speech recognition
products. For example, one company has produced
a voice data entry device with up to a 200=word
vocabulary. This trainable wunit <can achieve
high recognition level at 99.7% through the use
of high quality nmicrophones 1im a controlled
environment., In using the Treqular telephone,

the recognition accuracy has shown marked
deqradation to 80%, which, according to the
company, Wwill be improved via training. A

single user unit sells for approximately $10.5K.
Another company, on the other hand, taking the
"universal arpproach," has produced a 25-word
vocabulary voice recognition unit. The company
claims that a 90% recognition level via reqular
telerhone 1is attainable. An 8=chanpel unit has
a price taq of $80K.
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In summary, an operational voice recogunition
device applicable to the national VES appears to
be just bevond the present state-of=the-art.
More research and experimentation needs to be
done to solve the aforementioned ©problems as
well as to answer some of the operational
questions, sSuch as optimal vocabulary size,
acceptable recognitiaon accuracy, pilot interface
and acceptance, etc. Cost is a, 4if not the,
major factor which impacts the applicability of
the voice recognition to the VRS. Unless in
three to five vyears the cost of a single=-
channel voice recognition unit is reduced to $2K
- $4K, it would not be considered cost-effective
for the naticnal VFS ieplementation. However,
for completeness, the cost of a voice
recognition unit capable of servicing 32 users
({i.e.., $60K) has been included in all of the
follcwing hardware alternatives nunless stated
otherwise.

Propgsed Hardware Configuratiofis
Tt is proposed that the national VRS be structured in a
hierarchical network configquration as shown in Figure
4.4=1., Fach Data Base Processor can handle up to eight
VES computers, which in turn can handle up tc 32 user
calls simultaneocusly. Through the voice and tone inpat
telephones, ©pilot users can either interface with the
VIS computers or speak with the FSS specialists. This
can simply be achieved by a push=buttom extension
telephone with the hcld option at the specialist's desk
{See Section H4.3.%5). Incoming telephone lines with
extensions at the specialist's console are interleaved
to a multiplicity ¢f VRS computers at each site. This
technigque provides the VES with the fail-soft feature
so that the failure of any VRS computer will only
partially degqrade the VkS service in the areas covered
by the failed computer. For the same reason, one Qr
more back=up Data Base Processors are required for the
access by VES computer through the dial=-up telephone
lines in case a dedicated Data Base Processor and/or a
dedicated data line fails.

Functionally, the VBS computer interacts with pilot
users by interpreting user regquests, obtaianing the
desired weather products from the Data Base Processor,
converting +these products into digqitized speech data,
and finallyv, generating the voice responses to the
rTequesting users. In addition, it also provides the
PATWAS and the TWEB services to users. The maijor
function o¢f the Data Base Processor include receiving
the raw weather data periodically from the Weather
Messagqe Switching Center (WMSC) computer, converting
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thess raw weather data into tinary refrresentation
suitable for use by the viS computer, and processing
flight plans submitted bty pilots.

Thysically, these VT3> computer and Jjata 3ase Processors
can range frow heing distributively co located at
Flight “ervce Staticns or bheing cepntrally clustered
into one or a few hub centers. “his is the subject of
a tradec ofi study 1t Chapter 3, Communications
Analysis, and will rot be elaborated any further here.

4.%,1 Cartial Zgplementaticn Alternatives

The purpose of the partial implementation
alternatives is t¢ provide a low risk quality
Vs service to users without having to wait for
the full capability system which may requirs a
ionger ‘time to develop. o satisfy thease
requirements, it is desirable to develop the
partial implementaticn alternative systems on
the basis <¢f the 42C VES (ACPCM Technology)
qemecnstratior system with perhaps scme added
functionalities and enkancement features., This
approach provides the shortest development cycle
and lowest technical risk. In fact, most
commetcially availatle medium=to- high
performance nminiccmputers with real-time systen
software could fill the roles cf both the 2ata
Base 2rocesscrs and Vi$ Computers.

Cne partial implementation altcrnative for the
naticnal V®s gconfiguration is shown in Figure
4.M1.1=1. A poving head disk is used to store
the 1,000-uttercance vocatulary and the PATWAD
messages. Due to the recent aldvance in disk
techncloqgy, a moving head disk can provide more
storage at less cost thanm a ccemparable fixed
head disk as used in the 77C V°¢ decmonstration
systam. Although the access time of the moving
head disk is much longer than that cf the fixed
head 2isk, its data transter rate 1s actually
higher, Fn addition, an etficient design of the
“ultichannel Management Unit aad the Voice
Generation Unit should rcadily offset the slower
access time inherent in the moving head disk.
L2 projected cost for this system is $97K.

4 second partial implementaticn alternative
calls for the rerlacement of the moving nead
disk by a coambinatioa of the solid=state
mcmories, irasable Ercgrammable ead-<only
Memcry or Preirammakle Tead-0nly Memery of a
noderate size for the storage of 1,600

utterinces vccabulary is directly accessed by
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4o4.?2

the Multichannel Management Unit to vield fast
system response and offload the VRS computer.
Approximately 1 megabyte of solid=state Randonm
Access Memory (FAM) is required to store locally
digitized PATWAS messaqge seqments. This
alternative is represented in Figqure 4.4, 1=2.
The projected cost of this alternative is $93K.

Both alternatives require a facility €for the FSS
specialists at PATWAS sites to compose PATWAS
messages and encode voice data not ceuntained in
the vocabulary.

The full implementation alternative £for a VRS
computer confiquration is illustrated in Fiqure
4.4.2=-1. It is a natural evolution from the
previous 1imrlementation alternatives. A full
size vocabulary in the order of 4,000 utterances
is implemented by DPKOM <chips whose price is
expected to decrease considerably in the next 3
to 5 vears. With the ioplementation of a full
vocatulary, there is no longqer a need for the
voice digitizer and encoder eguipment at the
PATWAS site. Only the PATWAS message data entry
terminal is reguired. This full VRS
confiquration is feasible and desirable for a
national VRS ioplementation and is the simplest
and most reliable hardware confiquration
evaluated in this studv. This therefore is the
VES unit used for the subsequent computerized
analvsis and costing estimates. This hardvare
configuration is proijected to cost $100K.

Voice Encedng Alternatives

As discussed in Section 4.1.6, Speech
Digitization and Compression Methods, Linear
Predictive Coding is one of the most promising
techniques for producing intelligible quality
voice output with low input data rates. TFurther
research and development work is needed before
LPC techniques could be anplied in any complex
operational system such as the VES. However,
due to its potential in future VRS applications,
the 1implication of LPC to the proposed system
confiquration is considered.

FPigqure 4.4.3=1 shows a special LPC arrangement
of the full VES alternate confiquration. The
vos computer and its interfaces remain
unchanqged. The size of the vocabulary in terms
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G.4,4

of digital bit storaqe should enjoy a sizable
reduction as cciopared to the ADPCHM approach for
the same ©,000 utterances. %ue to the low iuput
Jata rate requirement, it is desirable to locate
the L2C voice generation units close to users in
ordier to reduce the length of the voice lines
vielding savings in line cost. llowever, these
savings are partially offset at least, by the
complex requirements of high-speed multiplexors
and modems for those data lines between tae
voice generation units and the VkKS computers,
“he projected ccst of this systea is §92K.

wetwork Configuration Alternatives

3s discussed in Sectiorn U.1.5, a set of Major
Computer Yetwork Configuraticns was identified
for further computer analysis. L hese
configqurations cover a wide spectrum, from
centralizaticn to decentralization, of network
structures, Although the results in terms of
various costs from the computer analysis will bhe
discussead in Charter €, Cystem “rade-=0ff
Analysis, 1t is helpful to highlight the
physical 1layout characteristics over the entire
nation, Figqures 4,4.U=1 through Y.L.U4-8 depict
the set ct the Majcr Computer Network
Confiqurations in a qraphic representaticn, ihe
grarhics leqend used is described as follows:

Zmall vot = Vyr.¢ demand ncde, i.e., TS3's
without V&% couputer

rarge Jot = Computer site, either V.I
computer or Tata Base
Frocessor

ihin iine = Voice line ccnnecting V.7

computer to demand node

|
it

avy Line = <Tata line cecnnecting lJata B
Frocessor toc V'3® coaputer

(@]
)
U‘;
)

Figure 4.08,4:1 shows a centralized version whers
all the rTequired “ata Base Processors and Vi3
comruters are lccated at the two NADIN Centers,
i.e., alt lake City, U., and Atlanta, Ga, Che
division of VIS services between these two
centers is based on A¢7CC r2gions.  All the
telephone lines for Vi¢ services, within one
ATT™CC region, will re «connected tc the same
NADTN Center if the AL CC reqlon 1is on the
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= NADIN CENTRALIZED CONFIGURATION (2 VRS/2 DBP)

FIGURE 4.4.4-1.



average closer to this center than the other.
Tigure U4.4.4=-2 illustrates the first step
decentralization whereby Data Base Processors
remain at the two NADIN Centers but the VES
computers are distributed among the 20 ARTCC's
plus one F353 in Great Falls, MT. The cluster of
FSS's in Montana are, for ecogomic reasons, too
far away from any ARTCC or the NADIN <Center in
Salt Lake City to Le served by them., The
reguired number of VES computers at the Great
Falls FSS service the users in the Montana area.

In Figure 4.4.4-=3, the Data Base Processors are
also Jdistributed amonqg the 20 ARTICC Centers
co-located with the VRS computer. This network
eliminates the need for the data 1line
transmission between Data Base Processors and
VY5S computers. Please note the exception at
Great TFalls where data lines are still needed
for the transwission of weather products from
the Data Base Processors at the Salt Lake City
ARTCC,

Kecping the Cata Base Processors at the 20 ARTCC
centers, Fiqures 4.4.4=-4, U.4.4=5, and H.4.4=6C
demcnstrate further decentralization of VES
computers amo ng 45, 134, and 293 FSS's
respectively. The decentralization occurs first
at the 43 Level 1III FSS's which will be
automated under the FSAS program, second at the

134 YRS automation comsolidated FSS's, and
finally at the 293 FSS 1level for the wentire
nation. It is interesting to note the shift of
balance between the data lines connecting

between computers and the voice lines between
computers and users as the network cogfiguration
becomes more and moce distributed in nature.

Lastly, twa pactial implementation networks will
be examined in order to evalmate factors in
phased installation. The first network, Figure
4. 4.4=7, shows the 3 busiest ARTCC reqions with
the same network decentralizatiom as Figure
4,4,.4=4 (43 VRS,20 Data Base Processor). Figure
4.4.8-8 shows a lU=-center level of installation
for this configuration. The results of the
analysis of these ©partial implementations are
presenrted in Section 6.9.
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COMHUNICATIONS ANALYSIS

introduction

The basic VRS, as shown in the blcock diagram in Fiqure
5.1=1, consists of a Data Base Processor which keeps
up=to=-date national weather data and a VRS computer
which accerts pilot demands and generates voice
responses. The VFS is a hierarchical system whereby
one Data Base Processor mavy handle a number of VES
computers each of which in turn may handle a number of
users interacting with the VES simultaneously. Data
lines are used to interface between computers, whereas
voice lines are used to communicate between pilot users
and the VRS ccmputers.

To satisfy the pilot demands on a national basis, it is
apparent that the V23S required would be a hierarchical
computer network interconnecting computers by data and
voice lines tvypically as shown 1in Fiqure 5.1=2,
Consistent with +the FAA Flight Service Station
orgaanization, these Data Base Processors and VRS
computers mav be <€ither «centrallv located in maijor
facilities, such as NADIN centers or ARTCC’s, or
distributed amonqg automated flight service stations.

The degree of centralization (or decentralization) of
computers has a profound impact on both the cost and
utilization of cosputers and the cost of the
communication lines. In qgeneral, a higher deqree of
centralization vields higher «computer utilization,
lower computer cost and hiqher line cost. 1In contrast,
a higher degrec of decentralization tends to rproduce
lower computer utilization, higher computer cost, and
lower cost of communication lines. The purpose of the
communications analysis task is to seek a better
understanding of how the system cost varies with
network confiquration, and to identify a number of
alternative configqurations with minimal system cost.

Analvfic Approach

The analvtic approach used in this study is
straiqhtforward. The basic data used im this approach
is the forecasted pilot briefing demand {Section 3.0).
A mathematical model was developed which processes
these data and maps and computes the gaumber of voice
lines needed to satisfy the pilot demands at a
predetermined level of service. From the number of
lines tc be serviced in a region, one can deternmine the
nunber of VTS computers required and in turn dictate
the number of Data Base Processors and data lines
needed to satisfy these reqional demands.
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“he lowcst level of the reqgional pilot briefing demand
is computed at the flight service station level.
Semands at the flight service station 1level can be
summcd up to determine the demands at the VIS and the
;ata Base Processor sites. TFinally, the demands at the
various sitrs cat be <cummed tc cttain the total
national demand, *ecoqnizing the Jdistributed nature of

this demand and the variety of VI3 ccmputer
communications networks which a&are rossible, it 1is
necessary to consider the alternatives from

centralizaticn to decentralization, oQur study attempts
to provide a parametric analysis ¢f these retworks and
to provide cost estimates of somre candidate hnetwork
confiquraticns,
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Pilot Briefing fSemapds

The official TAA 1985 forecast fiqures are used F£for
this study,. "he dewmand data includes the regiounal
annual demand and the peak- hour demand. he latter 1is
important fcr proper system sizing. When the estimated
198€ 2A.%AS demand is added to the estimated 185 ¢
briefingy <fcrecasts, the tctal demand increases to 2.7
times the original FAA pilot tEtriefing 1¢8¢& forecast,
~he communications analysis 1is tased upon these
forecasts and the 1€¢3 forecasts.
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t Llriefing Time
Statistics collected £from the Washington »C Ve
demoastration modlel =showed +that for three weatler
products, the average pilct briefing time was 3.7%5
minutes, As discussed 1in the YLemand section, there
will be more weather products and services in  the
national V*T in the ruture which resilts in a longer
briefing timz:, Yor this study, we will focus upon ¢
minutes as the average rpllct connect tim2 and also
evaluate the impact 0f 4 and & minute average tinmes,
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The irlang Multiserver l1.oss Systen model was chosen  to
calculate thz number ot voice lines required to satisfy

a specific reqgional pilot briefing demand at a
predetermined service level, “he wuse c¢f this loss
model is aprlied such that callers whe received bhusgy

signals, if they try again, will re-enter the systenm as
part of the forecasted demand for the next interval.
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Segvige Level

L 90% service level is a requirement for the national
VES. This means that the VES will respond to 10% of
the peak=hour pilot demand with a busy signal.

Gomputer Capacities

Based on our prototype VES demonstration system and
proijected hardware advances (Section 4), this model
assumes that a VRS computer is carable of handling 32
voice channels {or callers) simultaneously. It is also
assumed that each Data Base Processor can service and
interact with B8 VES computers simultareously. These
capacityv relationships enable the model to compute the
pinimum number of VES and Data Base Processors needed
to satisfvy the network requirements.

Prelipipary Communjgation Network Analysis

Farly in this alternatives study, the need to narrcow
the scope of effort to the most important aspects of
the network designs, ©prompted a simplified manual
analvsis approach. Initial estimates of demand and
cost values of network confiqurations were made based
upon preliminary data and rough approximations. The
primary purpose of this first analysis was to estimate
the sensitivity of network paraneters and develop a
gquantitative estimation of communication needs.s

To start this manual analysis, a number of sipplifying
assumptions had +tc¢ be made. In the area of demand
data. 100% of the 1986 forecasted pilot briefing
estimates would be used as the projected VRS demand.
This data was developed for each Flight Service Station
in the conterminous U.S. In the area of equipment and
telephone service ccsts, the approach was selected to
assess an effective line cost per month for a given
confiquration, which then could be comppared for
relative costs. For a base line comparisaon, a Foreign
Exchange (FX)/TELPAK averaqe monthly ccst per mile of
$.59 can be considered as the most economical service
for dedicated telephone line configurations.
Comparisons with WATS (Wide Area Telecomsunicatioss
Service) costs 1is more difficult since =zones and
inter/intra state tariffs are used. lowever, monthly
full-time WATS <costs can be coansidered averaging
$600/month for intrastate and over $1,000/month for
interstate ({(zone one, 2u0 hour measured service).

Next, copsidering the averade length of pilkot

briefinas, the current VRS briefing of 3.75 minutes was
assumed adequate for this first analysis. Lastly, 1in
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the area of hardware, it was decided that the current
VRS demonstration system equipment could be projected
in capacitv to handle 32 channels {(telephone lines) par
VES unit and that each Data Base Processor unit could
support B8 VRS units. The projected costs for each were
rouqghly estimated at $100K for a VRS unit and $150K for
a Data Base Frocsessor system. Using these values it
would thus be possible to study the cost trade-offs
between centralized versus decentralized VRS networks.
The equipment costs will be considered amortized over a
ten=-vear period.

The scope of this manual analysis does ngQt include
consideraticn of PAT¥AS, Flight Plan Filing, nor
ad justments approximating increased VRS briefings
compared tc the 198¢ projected pilot briefings. The
result of this analysis relative to a sample FSS is
shown in Table 5.4=1.

Examination of the table leads to several interesting
observatiocns. First, it 1is apparent that a fully
decentralized configuration, with equipment located at
each Fliqht Service Staticn, is prohibitively expensive
compared to the other alternatives, even iqnoring
facilities, maintenance and operational costs.
Secondly, the <centralized configuration (or 2 site
Nadin) was more expensive than decentralizing to the
ARTCC's for FYX/TELPAK telephone rates. Although the
difference is not siqnificant for this Llouisville
example, the centralized confiquration costs will show
a greater difference for most other FSS locations since
thev average 50% greater mileaqe to Kansas City, MO, or
Nadin sites. Thirdly, the WATS confiqurations ace 2.4
to 2.9 times more expensive than the FX/TELPAK
confiqurations. Although the FX costs do not consider
the components of pilot costs in calling the FSS nor
the costs of special FX and WATS lines which Louisville
may need tc serve its area, it 1is 1likely that these
supplemental costs will pot approach the magnitude of
WATS costs when factored into the FX comparisons.
Lastly, it is aprears that the equipment costs of
decentralizing the VRS computers to each individual FS3
is significantly @more expensive than locating the VRS
units at a site where several ¥SS's can be serviced.
The final observation «c¢f our preliminary manual
analvsis is that BAETCC confiquration should serve as a
focal point for our computerized network analysis since
it possesses both practical and economical potential.
Further increases in demand, e.q., for increased
messaqe lenqths, EPAT%AS and Fliqht Plan Piling
services, will require additiomal VRS computers and
Data Base Processors and this will tend to favor
shorter telephone lines, leading to somewhat more
decentralization of VRS units than the ARTCC sites. It
was therefore ccncluded that analysis with the
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n

computerized mecdel would focus on confiqurations with
decentralizaticn rargqing from S V23 sites up to as
high as 2. Vi3 sites,

Computerized Communication Metwork Analysis

The need fcr ccmputerizing at least a part of network
alternatives analysis bLecame obvious at the outset of
the preliminary analysis., 1In fact, the computational
load for that simplified case made it obvicus that any
reasonable, multirle case study wculd require automatic
computaticn. “he design which finally evolvedl
embhasizes simplicity of preqgram structure ard
versatility, T"he ability to generate graphics as well
as tabular cutput was designed into the system from the
beginning, An opticn to permit the computerized model
to run in an interactive graphics environment allows it
to ke wused as a design tool as well., The additional
complexity and computation involved in adtomatic
netwerk ortimizaticn procedures was considered to be
too great for the scope of this study effort.
Accordingly, the ccmmunication network alternatives to
be analyzed by the medel were manually sclected and

specified, %he ccmputer then performs a detailed
analysis of each network, and the outputs are ccmpared
manually, The actual networks, demand 3lata, costing
data, etc., used were dictated by the type ¢f analysis
to be vperfcrmed, ‘“hese analyses acc dstailed in
“ection ¢, A summary of all model runs @wmade is

contained in Tatle 4,1.5-1.

The fprccedure for analysis appears tc Le quite
adequate, since the conmputer performs all lengthy,
tedious calculations while analysts obszrve results and
draw conclusions, Thus, a relatively detailed analysis
is guite accessible.

Tn practice, an iterative approach developed, = this
mode, the analyst selects a set cf runs changing those
variables expected to be important. The model runs aro
made, aud ths analyst insrects the guantitative output
of the wvariocus runs, The analyst tnen specifies
further runs with changed inputs. The output [roa
these runs is used to refine the analytical rosalts.,
This iterative procedure never required more than three
c¢vcles foir any of the interative analyses.

=t should be kept in mind that model results are based

on scstimated data. The accuracy c¢f these ccmputed
results depend upon the accuracy of the assumptions
used in Freparing the model inruts, “he real

usefulness of suchh fesults is the comparative analysis
made possible by observing variaticn in output data
relative to ccntrolled alteration of input data. of
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course, incorporation of accurate input values and
refinement of the ccsting calculations would result in
model outputs shich would produce guite accurate
predictions of actual system cost. Ope must not assane
such accuracy, however, without <fully verifying the
accuracy of the input data. A detailed description of
the Communications Network Model 1is presented in
Appendix TF.
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SYL-®mM JYAPE-CFF ANALYSIS

Refore cxarcining the individual trade—:off parareters,
the role of voice recognition capability must be placed
into perspective tc permit proper understanding or the
following sections, The functicnal requircements call
for the VI ¢ alternatives to provide a voice recoguition
capability. This capability enables the pilct to
vocally select services offered, in place of tomne input
opecrations, The vocal feature has merit for broadeuiny
the available secvice to pilots not having access to
tone devices or fush-buttor telephcnes., However, in
examining the cost proijecticns for the voice=
recogniticen equipurent required to provide this
capability, it was found that its costs were omne and
onc-half times the basic v:5 unit cost. The projected
Vo' unit ccst with tone input capabilities is 346,000,
while the V-7 unit with voice recognitiopn capability
added is estimated at £106,000. This significant
difference has a prcfound effect cn the V& alternative
trade=o0ffs. Therefcre, a decision has been made to
analvze the altecrnatives with two Vi3 unit designs, onc
Wwith voice reccqnition ($100,000 per wunit) and the
other without voice recognition (%$40,000 per unit).
This parallel analysis is done for several of the wmajor
trade=offs. However, it was nct pessible tc do this
analysis for every trade=ofif factcr, 1is a result, the
lower cost V3S unit desiqn was selected as the most
conservative aprroach for several of the trade=off
comparisons since the economy considerations might have
a negative influence on a decision to include voice
recognition.

lLastly, thesc alternative results have been based upon
a tail- soft national configuration., This means that ro
site will have less than two units, even if only one is
needed to s=2rve the total demand. Extra aunits will not
be added to sites which normally have two or mcre units
to wmeet the demand. "The fail-scft level was selected
to provide a continuing level of service although it
assumes that theo specific recovery srecifications can
be relaxed tc permit the resulting fail-soft service
levels,

The following trade-off discussions are based primarily
upon caoamputerized analysis, “he majority of the
computer data used is fresented in Appendix G, This
appendix contains surmary reports from the individual
model runs and 1s included in this study report for
rossible further analyeis,



-

Centralization versys Lecentralization

35 indicated ia the manual analysis of varicus 1network
configuraticns, the comruterized analysis clearly
showed that communication costs predominate in
centralized configurations, Both of the VI unit
designs, with and  without voice vrTeccgnition, showed
minimal systen cost alternatives favoring
decentralizaticn at least tc the ¥SDP5 level (20 AT iICC
sites) but lc<ss than the full F3% decentralization (2%2
sites). In fact, tke cinimum cost confiquration for
the non-voicc recoqrition design was just ope step down
from fully distributed viS units at all F5%'s, this
optimum being the 134 VRS sites20 Data RBase Procassor
site configuraticn, Figure £f.,1=1 summarizes this
result. This figure cxamines the confiqurations from a
centralized site tc all FS&'s having V:7 eguipment, .
a similar way, TFigure €., 12 summarizes the alternatives
and shows the system costs for the VES unit design
including voice reccegniticn, TPhese surmaries are basel
upon a number cf factors listed on the figqures, These
results are representative of the minimum cost for the
naticnal igplemetation, assuming FX/"ELPAK telephore

costs for all long distance communication links. _his
FX/TEL?4K service is 1in the process of being

discontinued, :he replacement communicatiors cost will
be much higher if 1ink costs approximate current
commercial X rates as indicated in proposed tarircf
actions,

Examining Figqure 6.1 1 more closely it can be s=en that
zquipment ccsts exceed communication costs only iu the
full =55 decentralized (293,/20) Vr: configquration.
With the added expense of maintenance, 8% of the cost

is associated with the equipment foc the 283,20
configuration. “nly 15% 1is telepbone costs, Moving
morc centralized to the 134720 configuratiorn,
communication costs rise to a 5%5% level. %his 134,20
confiquraticn Tepresents approximately a S0%
consclidaticn ¢t VLS sites rtrcm the full F3Z2 sites.
Both of thesga cenfigurations invelve additional

facilities costs nct factored into the analysis. Air
conditioning ()1/C) and power conditioning, if needed to

assure equipment operational reliability, will be
approximately 35,000 fcr vio sites and $14,000 for Jata
Base Frocessor sites. ¥hen factcred 1into these
alternatives, even the worst case €20 site
confiquration 1increases insiqgunificantly (less than 29
Of the mcnthly system cost),. To simplify the

alternative cost analysis, facility costs have been
dropped frcou these results. One additionai reascn for
dropping these facilities «c¢csts is the uncertainties
associated with srecific sites, Since some future FI.0
and FITPS sites may have the needed environmental
control equipment associated with the F3I; Automation
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Legend:
System Cost

~-~w=-= Telephone Costs

— — - — Equipment and Maintenance Costs

— — — - Equipment Costs

Factors:

10-Year Cost
Monthly Cost

1986 2.5 X PB peak-hour
e Average call 6 minutes
10% busy signals
VRS unit cost $40K
DBP unit cost $125K
Maintenance 207 equipment cost
T Fail-soft configuration
$180M  $1500K

$120M  $1000K

$60M $500K

]
21 21 43 48 134 268 293 VRS Sites
2 20 20 20 20 20 20 DBP Sites

FIGURE 6.1-1 - CONFIGURATION ANALYSIS SUMMARY

(VRS units with tone input only)
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Legend:

System Cost

Telephone Costs

Equipment and Maintenance Costs
Equipment Costs

Factors:

1986 2.5 X PB peak-hour
Average call 6 minutes

10% busy signals

VRS unit cost $100K

DBP unit cost $125K
Maintenance 20% equipment cost
Fail-soft configuration

10-Year Cost

{——— Monthly Cost
—

9
$180M $1500K Ju

L
$120M $1000K

S60M  $500M o

1 43 48 134 268 293 VRS Sites
0 DBP Sites

]
o
Do
o
o
N

FIGURE 6.1-2 - CONFIGURATION ANALYSIS SUMMARY

(VRS units with voice recognition added)
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Program, their amount of faciliites ccsts are even more
insignificant when amortized over the same 10=year
period used for the equipment,

Moving more centralized to the 42,20 ccnfiguration, the
telephone cost predcminates at €07 of the cost, and the
total system cost increased 7% ovez the 134,20
configuration's minimum cost, Any further
centralization results in considerably more costs as
communicaticns require more line miles of service. Tt
should be noted that the maintenance costs will
probably be less tnan the 20% rate used thrcughout this
study because of the consolidation of eguipment at
tewer sites as mcre centralization is reached. But
this has little effect on costs because maintenance
represents about &% of the total, 3 50% maintenance
reduction results ir a 2,5% decrease in total cost.

17f one examines Fiqure 6,1:2 in the same way, it can be
seen that the minimum cost falls between the 43/20 and
134,20 site coanfiqurations. But this awinimum is not
siqnificant. A relatively flat ccst region exists from
the 21/2 confiquration to the 134,20 configuration,
"his is mainly due to the significart increase i
equipment costs and the associated maintenauce costs.
The relaticnship <¢f +the telephcne costs shifts the
point whare telephore costs predcrinate back to the
21/20 site confiquraticn.

Data DLase

3]

rocessor lLocaticns

Figqure 5.1-1 also shows an interesting factor relatiug
to the rata Base Processor sitz distribution.
Lxamining the difference between the total costs of the
2172 and the 21/20 confiquratiorns, it can be seen that
the total «costs are about the samc, whether
centralizing the Uata Base Processors at 2 sites or at
20 sites. However, the 21,20 configuratiorn has wmore
than twice as mary Data Base Iroucessors as the 21/2

network (fail scft requirements result in dual
equipment at sites where only single units are needed
for secrvice). mhis wmeans that the 20 +ata Base

Processor sites will have growth potential at no extra
cost, Further decentralization to more than twenty
vata Base Erocessor sites becomes undesirable since the
extra Data Base Prccessor egquiprent 1is very costly
compared to VES units, For example, if the 43/20
confiquration were changed to 43/43, the equipment and
maintenance costs would increase by 375K monthly while
the communications costs would drcp omly $10K due to
the reducticn in ccmputer- te=computer lines,



“here are cther factors which faver a 20 site Data 3Zase

frocessor confiquraticn, %Yhe first is the co-location
with the FSDPY Model I/IY facilities (Am"CC  sites),.
Since the Jata Base TFrocessor functicn may be

accomplished by the T3uPs if sufficient capacity is
available or provided, this configquration is ideal., If
Sseparate ,ata Base Processors are needed, then the
co-lccation with the FS)ES provides the local tie-in to
the automaticn system for receiving weather products
and handing flight plan routina transactions
automatically, It should be noted that +the vas
alternative contigurations with the 20-site Tata Base
Processors all chserve AKTCC toundaries fer the VLS
network which each Data Base Processor site services.,
“his fpreserves the normal AT TCC/F35 relaticnships and
center jurisdiction.

Zwlephone Cost Aralysis

This is the most imrertant areca of this stundy since the
communication costs predominate mest of the alternative
confiquraticns, As stated earlier, the computerized
analysis focused around the FX/T2LPAK ccmrunication
rates since these are the @most economical links
currently availatle and widely used by the gqovernmant
today. The total system costs produced using FY,/IT1pAK
Tesults in the minimum ©cost fcr each cenfiquration
compared to either WAYTS or FX/AT&6T rates. Figqure &.,3-1
is presented to aid in visualizing the telephone line
miles and ccmwmunication ccsts for the various Vi
confiquraticns studied.

xamining the FX line mileage curve first, it caun be
seen that mileagc raridly decreases as the
confiqurations beccme more decentralizad. “his is
intuitive if the same number of lines are required to
provide the same Vi scrvice level via PX lines between
the local F35 and the VLY equipmert sites, providiug a
1:% peak-hour busy signal level of V%S service at each
Ft.” 15 independent of FX line configuraticn, Shis is
not true for the WAT5S line service apprroaches. 1o
service is cssentially independent of the exact mileage
or the exact peak hcur concentration of <calls froa a

given area, Interstate WATS costs are hased on zonss
whicun are crudely related tc the radius distances
between the caller and the WAYS& location, *he cost

implications of #WAT: alternatives will be discussed
later in this secticn,

The FX/TELFAK costs are based upon mileage and a fixed
cost, Cne can see that +this FX/TELDPAK cost curve
closely parallels the mileage, reflecting in <this
overlayed graph an approximate unit cest of 21.00 per
mile. The fixed cost for termination charqges «c¢an be
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seen to have more of an effect on the decentralized
configurations where line mileaqge costs are low, T“he
cross-over Foint in this fiqure is at the 21 VIZ site
configuraticns.

in contrast, it can be se=n that FX/1T&7 costs for the
same FX line mileage are considerably more expensive,
Average ccst per mile is 4B” that of the FX/TTLDLK cost
for thc 4372" confiquration, for example. “his
significant difference is very important bLkecause the
telephone industry is attempting to discontinue 7T7IL2AX
service in the near future. JIf THL12AK is disccntinued,
the replacement service may be closer in cost to the
FX/ATST rates than the FX/TLLPAK rates. This change
would undoubtedly have a profcund impact on a V&S
National JTmplementation Plan. 3pecirically, the
imposition <¢f higher communicaticn rates will strongly
favor greater decentralization where telephone line
mileage is minimized.

Betore looking at what impact EX/AL&T rates have on the
varicus V.% alternative confiqurations, it is necessary
to place WATS in prcper perspective in this study. A
WATS centralized network ofters one major benefit to
the alternative confiqurations; it permnits fewer Vi3
units to handle the national peak:hour demand and still
provides only a 1. % chance ¢f a caller receiving a busy
signal. Chis is siwoply due tc the concentration of
lines such that fuller utilizaticn is achieved. This
contrasts with the FX 1line approach which would
dedicate a fixed number of lines to an F35 and even if
these lines werc not busy, they wculd ke unavailable to
service ancther F87's local demand, As a result of
this fuller utilization, the centralized AAT
confiquration could serve the nation with approximately
half the number cf lines compared to the TX
confiqurations, But the rproblem with this national
KATEL approach is the cost. First of all, no fnll
service interstate wWA™S is available, only measured
WA, «he larqgest capacity service offered is 240
hours per montn WAGS which represents only 8 hcurs per
day of service, 30 days per month., ARy service above
this 1limit is chargqed at a fixed rate per hour
additional, ror comparison, an interstate WATY cost
has been plotted on Pigure £.3-1. This point (for the
1/1 configuration) assumed only 240 hours of service
per month (a very lcw atilizaticn assumption), zonz 3
rates and half the number of lines. its line cost is
over 17 times that cf the FX/Telpak 134/20
confiquration coamunication <cost. 1t is cbvious that
it is not cost effective in any way since the =savings
in egquipument costs have 1little effect in ofrsetting
this imbalance,
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Telephone Line Miles or Communication Cost (dollars)

Legend:
seretisnanian, FX Line Mileage
_____ FX/AT&T Costs
@ —————  FX/TELPAK Costs
Inter-State WATS - CD WASS ok

240 Hours/Month Service

(Zone 3 Rates) Factors:

1986 2.5 X PB peak-hour
Average call 6 minutes
10% busy signals
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FIGURE 6.3-1 - TELEPHONE MILEAGE AND COST COMPARISONS
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.he other pcssible WA%L confiquration involves only
intrastate WAYUS, “"his service 1is cffered with full
service rates, The utilization levels for intrastate
WALS cannot match interstate ®2"3% since only the
callers in the specific state can access this
intrastate scrvice. it is estimated that 58% of the
nunber of FX lines will provide 10% busy signal ®A.Y
peak hour service level, The pcint plotted on F¥igure
£.3=1, to the right of the 83,20 configuration data,
represents the cost of such service. This peint is in
effect a 48,20 configuration with a group of intrastate
WATS 1lines 1located in each of the 48 continental .9

states. Tt can be seen that this cost exceeds the cost
or the 7TX/a.s® agpprcach. The reduction in equipment
and maintenance costs would not change this

relationship,

gne major discrepancy in comparing WATS and FX scrvice
approaches must be addressed Ltefore moving c¢n. The
cost to the user, the pilct, varies dJdepending upon
whether he has lccal <call a&access to an P35, Tf he
calls long~distance to reach the FSS, then the FA
approach <costs hkir woney, while the tolls-free WAWD
approach 4docs nct, Currently, the major TF35's across
the nation provide additional FX and ®ATS lines beyond
its local <call range tc supply added toll=free

services., This eoxtended coverage ccsts approximately
$18_.K per aonth, Not all of these extended
communication lines are related tc the Vi 7, PATHWAD, and
"%7D uses. Assuming that B85% of these lines are

related to this =study?'s services and projscting the
increased demand grcwth to 198€, the ccst of expanding
this coverage 1is estipated at $200K per month. This
ancunt can ke add=d to the FX contiguratior costs to
compare with WAiTS, mhe result doces not change the
senefits fFavering the decentralized contigurations over
AAT. 5,

"o sumparize this telerhone cost analysis, Fiqure €.3-2
is presented showing +the total system costs for the
varjious configuraticns with the ncnr vcice Tecognition

design, “he most significant point shcwn by these
curves is that if the communicaticn cests increase to
the FX/a.6" rates, then the cost saving advantages of

going to the 134,20 confiquration alternative is even
gqreater than +the FX/T:LEAK aprroach. This indicates
that there is less risk in terms cf impact frem future
telephone cperational cost increases with the optimunm

i3u/20 alternative than the more centralized
confiquraticns. *n the same mwmanner, Tigure 0&.3=3
presents the volce reccqnition system costs results.
Again, the increased ccmmunications ccsts favors
qrecater decentralizaticn, in this case, however, the

Jifferences are less significant.
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Legend:

seesvseeses FX/ATE&T with Adjusted Local Costs

$480M $3500K G&D —+— s — FX/AT&T System Cost

Inter-State WATS -
240 Hours/Month —-—— —=- FX/TELPAK with Adjusted Local
Service Costs

84

8 3 FX/TELPAK System Cost

8 = _

g ﬁ Factors:

é é 1986 2.5 X PB peak-hour

Average call 6 minutes

10% busy signals

VRS unit cost $40K

DBP unit cost $125K

Maintenance 207 equipment cost
. Fail-soft configuration

$240M  $2000K,

$180M

® 1ntra-stace WATS - Full Service
(48-State Configuration

$120M

$60M $500K 4=

a 2 A " I
B L L] v L
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FIGURE 6.3~2 -~ COMMUNICATION COST ANALYSIS SUMMARY

(VRS unit with tone input only)
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Legend:

cesssviians FX/AT&T with Adjusted Local Costs

$480M $3500K 6@ Inter-State WATS -

240 Hours/Month
Service

—+—=— FX/AT&T System Cost

—-— =~ — . FX/TELPAK with Adjusted Local
Costs

~—————— FX/TELPAK System Cost

Factors:

10-Year Cost
Monthly Cost

1986 2.5 X PB peak-hour
Average call 6 minutes
l 10% busy signals
VRS unit cost $100K
i DBP unit cost $125K
’ Maintenance 20% equipment cost
Fail-soft configuration

$240M $2000K = \\ -

v\ '
\ \"' //GED
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2 20 20 20 20 20 20 DBP Sites

FIGURE 6.3-3 - COMMUNICATION COST ANALYSIS SUMMARY

(VRS unit with voice recognition added)

6-11



[8h}

o 4

»
n

cquipment Fail:foft 3inalysis

“he requiremznt to provide reliakle V™3 operaticn ia a
fail soft wmcde results in additicral ejuipment for tine
various dacentralized network configqurations. 2ne can
cxamine the impact of this additicpnal equipment on
total systenm cost in ¥igure f.4<1,. In gene¢ral, tae
minimum cost system remains the 124/20 confiquration,
Wwith or withcut dual equipment at sites not requiring
such for demand servicing, Cne can clearly scs that
the reguirements for fail-soft (L.2., rultiple
equipment at every site) has more impact upon the
deccntralized confignraticons where each VY& site's
demand can Dbe readily serviced bty a single 32 -channel
VxS unit, However, it should be pointei out that at
these decentralized sites the extra V.7 unit has a
capacity which, in effect, makes these sites fully

redundant. .his means that instead of fail-soit
operaticn at a lesser capacity, these sites have f1all
capacity when operated on the Dbackup systenm. ™o
complete ths picture for providing a fail==safe
capability by adding one extra unit at every site,
Figure 6.4~1 has a curve showing this., Xt can be sezn

in the decentralized region that fail-safe is oaly a
small increment more expensive than failesoft and that
it may be worthy c¢f consideration if a0 systen
degradation can be tolerated whnen cne unit fails.
Fiqure 6G.4-2 has been prepared to ail in viguaiizing
these failil-soft, fail -sate dmplications, In this
fiqure, ¢na can see the average number of V.3 units at
each site rcr different configurations, with or without
fail:-soft or faill-safe requirecrents., ;ince some Sites
reguire multirle V2T units to meet its service loads
these sites have an irherent fail-soft capability and
no additional units are reguired. As noted on thesa
curves, the pcrcentage of sites whicik are irherszatly
fail-soft decreases with decertralizaticn tc a low of

5% for thc 273720 configuraticr, “his lzads to an
important guestion as to  whether +the 32 channel Vv&=r
capacity maxes sense for these dzcentralize!
configurations, The next secticn addresses this

question,
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As discussed in the hardware scction, the 22 c¢hannel
=] capacity was derived fror the vypretotypc V'3
experience and the technclogy proijections for 14823,
The natiure of the VIZ hardware offers 1ittle
flexibility in reduced cost due to reduced <channel
capacity since even the smallest numbher of channels

require a complete vocabulary storage capacity. “his
storage Jdevice rerresents half the c¢cast of the vV
systenm. “herefore, reductions 1in the numkber of
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Legend:

Fail-Soft System

— — — — Fail-Safe System

Basic System
Factors:

1986 2.5 X PB peak-hour

Average call 6 minutes

10% busy signals

VRS unit cost $40K

DBP unit cost $125K

Maintenance 20% equipment cost
i No voice recognition capability

10-Year Cost
Monthly Cost

$120M S$1000K ==

-
$60M $500K =

-

|

/
\

0 0 f—— 4 ¢ 4 ¥ 4 b
1 2 21 21 43 48 134 268 293 VRS Sites
1 2 2 20 20 20 20 0 2 DBP Sites
FIGURE 6.4-1 -~ TFAIL-SOFT & FAIL-SAFE COST SUMMARY
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Average Number of VRS Units per Site

Fail-Soft System

_____ Fail=Safe System

— — — Basic System

Factors:
\ 1986 2.5 X PB peak-hour
T Average call 6 minutes
107 busy signals
\ No voice recognition capability
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FIGURE 6.4-2 -~ VRS EQUIPMENT MULTIPLICITY ANALYSIS
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channels can oniyv affect half the cost., 32ven here, the
basic 1oqgic and ccmmunication functions are the sane,
independent of the number of channels, ‘Thercfore,
Erocessor requirements are not reduced except in terms
of Luffer requirerents and proecessor 1lcading., The
basic software instruction requirements remain
uncharqed, It is therefcre concluded that
insignificant saviugs result from a smaliler channel
system tc warrant its consideraticn unless large volume
production factors lkeccme involved by going to the
smaller units and buying more of them. Y0 see if
smaller V35S units make sense¢, let us examine the 19¢%
peak-hour dzmand estimates (2.5 times projected filot
Briefings)., Figure €,5-1 presents the grouping by
number of lines required to meet each Flight Service
ftaticn's 1995 scrvice level, #his figure indicates
that 77% of the ¥=25's need only 1f6-cliannel capacity for
V45 units at every F55  (i.g., 22,20 coantfiguration).
Tf one prescerves the dual equipmznt requirement for

fall-soit considerations, one concludses that an
R=channel V38 slize 1is needed for this 77% pertion of
the 2%2/20 configuration. “his represents 4%2 Vo[
8-channel naits, zrecduction volume decreases are not
likely for this small quantity. Fven so, 1t is
possible dus to he fewer vrparts and this level of

rroduction that a 33% unit cost reduction is possible,
2f onc assumes the remaining sites have at least dual
32- channel units, then a total system cost of $Z€8K

per month 1is computed. If this cost is compared to
Figure €.1+1, it can be seen that it is comparakble to
the 134,20 configuration costs. “he comparison i3 not

accurate, however, since facilities c¢osts will be
higher for the 2%3/20 <ccnfiqurations, but is close
enough to be considered scriously. _he main advantage
offered by this split 32/8 channel apprecach for the
292/20 system is its reduced sensitivity tc  telephone
rate increases bLbecause it has the least lcng-distance
telephone mileage of all systems. “+he one disadvantage
is that i1t has 1little growth capakility compared to the
134,20 system since the smaller VIS units are £fully
utilized in tke 1995 service environment, To help
visnalize this, Fiqure €£.5=2 is presented. Note that
additional <channel capacity 1s needed to servics the
1935 demand level 1if +the initial ircplemantation 1is
sized on the 1986 demand estimates, “he 43/20
configuration is the <c¢rossover pcint and the nore
distributed confiqurations have mwore than adeqguate
qrowth capability, Rlthough the mixed 3 and 22:channel
V#Z unit sizes show a considerable excess c¢f capacity,
this capacity actually exists at the 23% of the VLC
sites where the 3Z channel units were required. HMost
of the cther sites were closely sized for the 198235
demand, onz mincr pcint can be seen in Fiqure &€.5: 2.
"he number of lines required actually incluades the
computer-tc-computer links along with the demand lines.
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Factors:

1995 2.5 X PB peak-hour

Average call 6 minutes

107% busy signals

No voice recognition capability

150 <
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0 to 8 9 to 16 17 to 32 33 to 64 FSS Setrvice
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FIGURE 6.5-1 - INDIVIDUAL FSS 1995 SERVICE LEVEL GROUPTNIG
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Number of Telephone Lines

Legend:

1986 Available VRS Channels
(32 channels per VRS unit)

1986 Number of telephone
lines needed to serve demand

. __.__1995 Number of telephomne
lines needed to serve demand

© Available VRS channels
(Mix of 8 and 32 channel VRS
units)
Factors:

1986 2.5 X PB peak-hour
Average call 6 minutes
10% busy signals

20K e Fail-soft configuration
-
15K &
10K &=
5K &
1
0 — s 2 v e
1 2 21 21 43 48 134 268 293 VRS Sites
1 2 2 20 20 2 2 0 20 DBP Sites

FIGURE 6.5 -2 - AVAILABLE CHANNEL CAPACITY VERSUS REQUIREMENTS
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7hus the curvas slcpe sliqghtly downward toward the
centralized confiquration,

‘he most importarct Jquestions concerning the combination
of Vi< pilot briefings with a VAS/PAT WAZ/TUWLE service
is the impact on system cost and the sensitivity +to
difterent 1levels cf PATWAS service., As discussed in
the demand analysis section of this study, tane fuall
PATWALS/ LWEB service is greater than the V42 pilot
briefing demand., Will adding it to V:2 doubla the
systam cost? Fow abcut implementing oniy the current
SATWAY and LWid locatiocans (72 locations)? Fiqure f.€-1
shows the telephone and the system costs for 1¢§¢
demand for various levels of FRTRAS/WWER, The curves
on this fiqure shcw an increase of only 30% in systex
cost for adding full °A:. WAS/: WEB service OvVer RO BA® WAT

service, This 1is 1less than the doubling of cost
cxpected becauses the basic V< system racuires
fail sott hardware confiqurations vielding sone cxcess
capacity tc nandle a perticn  of the PATWLE/TWIPR
5ervice, These curves show that the increased systen
Costs can  he attributed mostly to ccamunication
increases necled to Frovide the 909 available service
level, This data was computed for the YI/20
confiquraticr, “he 1increased costs going from no
TATHWAS to full SPATWAS sService for the more

decentralized configurations will show ecven less an
increase than 3p % because less «ccorrunication line
nileage is inveclved in the added service,

Cne additicnal tenefit derives fron ccupined
Vi53/ZATHAS/TWSD  service, This ftenefit is the sharing
ot communication lines, _he caller will call on=

nunber whether ne requires Vif or DA WA service and
will indicate what cervice ke requests, wusing either
tone inputs, dial clicks, or 1if available, voice
Teccgnition infputs, ~his shared use oL lines has a
profcund impact on the number of lines. Tf V.3 and
PALWAY are scparate systems, the nbpamber of lines
regquired would tctal wore thar twice the V:i§ line
requirement, Sharing thesec lines results in cnly & g%
increase in lines over the VFS alone requirement,

If ounly the current PATHAS/"WEB locations are combinad
with V32 and nc Ccther areas receive the service, the
Systewm <05t increaseg cnly 10% altove the VZZ alone
system costs, ™he ruater of lines added would increase

by 28%. This linited TALWAZ/TW:IB covers only 72 pzu:

areas out of 2¢3 FEs's gor cnly 24% of the stations.
“his percentaqe is somewhat misleading in that several

F35's  way ke served by one PALWEY area service, n

summary, the cost of adding full PAIWAS/Y%=-B service
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Legend:
o———n Total System Cost

j———{1 Telephone Costs

10-Year Cost
Monthly Cost

Factors:

1986 peak-hour demand

Average call 6 minutes

10% busy signals

VRS unit cost $40K

DBP unit cost $125K

Maintenance cost 20% equipment cost
Fail-soft configuration

No voice recognition capability

43 VRS/20 DBP configuration

H__
H__

$180M $1500K -

$180M $1500K -

1

L 3
-

$120M $1000K A

$60M $500K -.: /
i § o— ——4}———-“”""'#"ﬁ’n

No VRS Service Full National
PATWAS/TWEB Plus Only VRS/PATWAS/
Service Just the Current TWEB Service
VRS Service PATWAS/TWEB (2.5 PB)

(1.2 PB) Service

(1.2 PB + PATWAS)

FIGURE 6.6-1 =~ PATWAS/TWEB SERVICE LEVEL ANALYSIS

6-19



nationwid: seems cost beneficial at the 3p% cost
increase whilc rroviding more than double the user
servicing over the vy-¢ alone. However, if the costs
aTe constrained, the econoric advantages frca receiving
24% of the ZAYWAD naticnal demand at a cost increase of
only 10% are even amcre beneficial.

Average Messagqe Length Analysis

~here are two major factors which have a direct affect
upon tne system lcading. ‘‘he first chvicus factor is
the number of callers cr the frequency of the calls,
"hat facter was discussed in the demand section. “he
second facter is the length of each call, As discuussed
in the same demand sectior, a six minute averagc cal

length was selected for peak-hour demand calls., Tow
sensitive is this average call length in affecting the
total system cost and  the associated commanications
requirements? “his analysis exercisad tha 45,20
contiquraticn to deterrine these etftfects, Fiqure 5,71
rresents the results, inspection of tnis fiqure shows

[ N

1

that the changes are linear. The change 1in systax
costs increase by 177 and 367 for the increase from U
to & and 4 tc 8 minute averaqge lenqths. The 4 to =&

minute «charge represents a 160% increase in call
length, yet the comrunications ccsts increase cnly 50%
and the total system cost cnly 3%%. The 0%
communication costs increase is directly related to ‘he
0% increass in  rumber of telerhone lines required,
liere, as in the previous %ection £.€, the effects of
available capacity of the basic V.5 gites acccerpmodate
much of the changes in derand, Cnly the t~lephone
lines seem to be involved 1in these costs., “his is
truly advantagsous for a national VFS implementation
since the telephone lines can be added when the demanad
growth and the increased user average call lengths
require them, “his advantage exists for tho
decentralized confiquratione where there is excess vieo
Cchannel capacity. “he centralized configurations would
reguire prepertional increases in equipnent ccsts  and
communications costs as demand lcad increases,

2!
=
=
=
(]
o}

it
o}

i

1]
L
0
ot

g

i

0

{113
i
ton ]
js1}
[

s

14}

li=-

Ita

JOme of the growth aspects of the various VES
alternative confiquratiorns have already been discusscd
in the previcus trade-cff discussions, Fiqure 6,81 1is
presented to illustrate one of the &rmajor factory
discussed, the growth cost factors of a decentralized

confiquraticen (124/20), a medium decantralized
confiquration (42/20), and an FSDIS configuration
(21/20) . "he curves show that the najor ccst increase

to meet the 1995 demand level are the communications
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Legend:

H——A Total System Cost
710 Telephone Costs
Factors:

1986 2.5 X PB peak-hour

Average call 6 minutes

10% busy signals

VRS unit cost $50K

DBP unit cost $125K

Maintenance cost 207% equipment cost
Fail-soft configuration

No voice recognition capability

43 VRS/20 DBP configuration

— 10-Year Cost
{(—— Monthly Cost
-+

$180M  $1500K

4
$§120M  $1000KT

-

$60M  $500K &= /
l D__//’—u/”n

L 4

0 + + ¢
4-Minute 6-Minute 8-Minute
Average Average Average
Length Length Length

FIGURE 6.7-1 - AVERAGE MESSAGE LENGTH SENSITIVITY ANALYSIS
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Legend:

A A 21 VRS/20 DBP Configuration
Total System Cost

& -----4 21 VRS/20 DBP Configuration
Telephone Costs

o 5 %43 VRS/20 DBP Configuration
Total System Cost

F----47 43 VRS/20 DBP Configuration
h Telephone Costs

1986 & 1995 2.5 PB peak-hours
Average call 6 minutes

107 busy signals

VRS unit cost $40K

DBP unit cost $125K

3 Maintenance cost 207 equipment cost
$180M  $1500K o= Fail-soft configuration

4 No voice recognition capability

+ + . .
- 134 VRS/20 DBP Configuration

w0 w (J g
3 3 Total System Cost
g 2 O-- -~ 134 VRS/20 DBP Configuration
g ﬁ Telephone Costs
& §
- = Factors:

T

L

$120M $1000K -

$60M $500K = Am——"

=D
o O o v o oo
L3
0 A R .
1980 1986 1990 1995 Year
FIGURE 6.8-1 - PROJECTED SYSTEM GROWTH
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costs, myea the 21,20 configquratiou has adeguate
hardware capacity at fail-scft status to handle the
increased demand over the 1986 implementaticn level,

“he next maijer factcr of this trade off anaiysis
concerns phased or vrpartial imcplementaticn. Figure
£.5% -1 disrlavs the results ot phasing tha
implementation of the 43,20 confiquration by selected
porticus of nation, Tthe first partial implementation
considered is based on the 3 A%7CC Tegions representing
the busiest centers in terms of pilot briefing
forecasts (ie€s, Washington I[C, Fort Worth, and
Atlanta). “he seccnd phase selected is the 14 ARTCC's
scheduled to receive the Model I and II F3D2S's. These
two levels are plotted against the full ccnterminous
Il £ implcmentaticn., #®xawining the curves, it can be
seen that equipment and maiutenance costs flatten out
s1lightly as cne apprcaches full ieplementation. Uhis
is not surprising since the least busiest <centers are
implemented last and reguire less capacity. These last
A3TCC's tend to be in the least populated regions of
the naticn and therefore one can see that wore
telephone mileage is irnvolved im reading the demand
areas, “herefore, the communications <cost slogpe
increases more rapidly as full implementation is
eapproached, in terms cf dewmand served by these partial
implementations, the three center implementation
computes tc¢ 18% of the naticnel demand serviced, ~hrec
centers represent 17% ¢f the 20 Ar%ECC's. The 14 center
igplementation services %t % of the national demand and
represents 68w of the centers., These percentages
indicate that the demand levels may bte fairly uniform
in terms of V' system costs throughout the AV¥CC's,

plotted on Tiqure 5%.9 1 are the system costs for
partial irplementations of a full ZA{KAS/LW:EB denand
lovel service (i.e., 2.5 times Pilot Briefings) as wzll
as the 1.2 X I'B + carrent TA%WAS demand level service.
Lt can he seen that the increased level of ssrvice does
not change +the 1linearity, Jjust 1increases the cost
uniformly as expected 1in adding VIS capacity and
telephone lipes.

tquipment Maintenance Analysis

4 siqgnificant effect on the alternative system costs
can be seen in varyving the cost of maintenance from 20%

of cquipment cost tc 10% of equipment cost. Figures
€.10-1 and 2,10-2 illustrate this effect <for the
nen voice recognition v#S  design and the voice

receguition V"5 design, respectively. If maintenancs
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10-Year Cost

$180M

$120M

$60M

Monthly Cost

$1500K 4=

$1000K

$500K

L

1

4
L 4
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Legend:

cesssssense 1.2 X PB + PATWAS Total
System Cost

Total System Cost
— — — — Telephone Costs

.__ Equipment and Maintenance
Costs

Factors:

1986 2.5 X PB peak-hour (except ....)
Average call 6 minutes

10% busy signals

VRS unit cost $40K

DBP unit cost $125K

Maintenance cost 20% equipment cost
Fail-soft configuration

No voice recognition capability

43 VRS/20 DBP configuration

5 10 15 20 Number of
ARTCC's
Serviced
FIGURE 6.9-1 -~ ©PHASED SYSTEM IMPLEMENTATION
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10-Year Cost

$180M

$120M

$60M

¢<———— Monthly Cost

$1500K

$1000K

$500M

Legend:

Total System Cost for 20%
Maintenance Rate

———__ Total System Cost for 10%
Maintenance Rate

Factors:

1986 2.5 X PB peak-hour
Average call 6 minutes
10% busy signals

VRS unit cost $40K

DBP unit cost $125K
Fail-soft configuration

!
gt g i 3 .
1 2 21 21 43 48 134 268 293 VRS Sites
1 2 2 2 20 20 0 20 20 DBP Sites
FIGURE 6.10-1 - EQUIPMENT MAINTENANCE ANALYSIS

(VRS units with tone input only)
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Legend:

Total System Cost for 20Y%
Maintenance Rate

Total System Cost for 10%
Maintenance Rate

Factors:

1986 2.5 X PB peak-hour
Average call 6 minutes
10% busy signals
VRS unit cost $100K
DBP unit cost $125K

T Fail-soft configuration

10-Year Cost
Monthly Cost

$180M  $1500K

$120M  $1000K

$60M $500K ==

0 £ + + t T A | t . t
1 2 21 21 43 48 134 268 293 VRS Sites
1 2 2 20 20 20 20 20 20 DBP Sites
FIGURE 6.10-2 - EQUIPMENT MAINTENANCE ANALYSIS

(VRS units with voice recognition added)
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N

costs can be lowered to the 10% level, the rinimum cost

alternative movas toward the dec=ntralized
configurations, shiszs effect 1is related to the
communication cost predominance when eguiprent and
maintenance costs are snaller. The eoeftect is more

significant for the voice recognition design as would
he expected due to the higher VRS equirment cost,

-

“igital Communication Network Alternative

2C “pecial

frne of the hardware configurations presa2nted in Chapter
4 cousidored a2 digital data communication concept with
decentralized ~.2C equipment connected to a VR™/NBD
couwposite cquipmant site via digital telaphone service.
currantly, cnily 53 cities have natiphone Digital
~grvice offercd by 4787 and #3 mcere cities are plarnned
to pe added to this service., Since nct all ¥sS3 cities
will be servel in this manner, hybrid networks must be
developed, mhe two likely hvbrid configurations
examined are: {793 TFX) {134 1rc) (20 DBy & VRZI)
confiquration; and (293 FX) (&3 IZC) {26 DJE® o VRT)
confiquration, wormal FTY/T.TFBK service is assumed for
reaching all remote F$S8's frowm the ¥T7F containing the
-I'C voice gqeneration egquipment, 7n turn, these LIC
sites are served by 20 FSHPS locations which contain a
support systea combining the VIS and B3 functions.
Tguipment costs used were estimated as follows: TIC
unit costs 0K for 32 channels with tone inp1t only ({(no
voice recognition capability) and DB & Vv:e unit costis
ibout 32004 to service about 250 channels,. ~he
analysis assumed that 1200 bits per second LPC data
rates will be adequate for voice gquality. A =nore
conservative estimate would be abhut “g0D Dbits per
second, tut this would drive the digital communications
to a prohibitive level, The results of thesze two L2C
configurations are presented in rigur> 5.11=1 alon

with the systen costs for ths non-digital
confiqurations. T+ can be seen that the digital
concept does nct offer any major bensfits ZLor this
national irmplementation,
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Legend:

LPC Digital Communication
Concept Total System Cost

Total :System Cost for Non-

o o Digital Alternatives
3 S

¥ .ff Factors:

3 =

b ) 1986 2,5 X PB -peak-hour

i 5] fa

= C Average call 6 minutes

- 10% busy signals
| Maintenance cast 20% equipment cost
‘ .I. Fail-soft confiiguration
-

Ny N

$180M $1500K =

$120M $1000K

-

4 S ——

$60M $500K T

0 —t —t —t + =
1 2 21 21 43 48 134 268 293 VRS Sites
IS 2 20 20 20 20 20 20 DBP Sites
FIGURE 6.11-1 - COMMUNICATIONS ANALYSIS
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CONCLUSIONS BND RECGMMINDATIONS

The high ccst of providing voice recoqnition capability
in addition to tone input does not appear to offer
enough benefit to warrant consideration for am iaitial
national VRS inmplementation. It is recommended that
only tone input service be implemented first and that
voice recoqgnition bLe examined for implementation as an
enhancement when 1its technology and costs become
beneficial for this application. The following
recommendations are therefore based on a tone input
capability VRS design.

The results of the trade=offs discussed in the previous
chapter showed that a relatively flat reqgion of systenm
costs exist for decentralized confiquraticns ranging
from the 43 to 150 VE site alternatives. It is
recognized that there are additiomal considerations and
benefits which must be comsidered in narrowing the
selection within this —range of alternatives., This
narrowing was not =coped for this study but is planned
to be addressed 1in the WNational VRS Implementation
Plarn. In lieu of factoring in benefits as well as
transition coensiderations involving facilities, staff,
and operational <ccnstraints, the following technical
recommendations are presented based upon the criteria
examined in this study.

Because of reduced sensitivity to telephone rate
increases as vwell as mipimum cost, it is recommended
that the 134,20 confiquration be conrsidered for the
national VBS inplementation plan. This confiquration
offers the minimum total system cost of all the
confiqurations studied. Approximately 164 VRS units
are required to provide full service to the nation at a
1986 demand level with the 134,20 configquratiogp in a
non fail-soft mode. The equipment should be modular to
permit simple replacement repair at the operational
site. The failed hardware prcblems can then he
repaired at the nmaintenance depot. The Data Base
Processor sites should be equipped with a hiqh data
rate line ({9600 bhaud) and a multiplexor connected to
the nearest Data Base Processor site for back up
PULNOSeS. Maybe a data transmission service can bhe
utilized for this rurpcse with charges primarily based
on utilization. If a Data Base Processor site suffers
a failure, the connecting V3S units will be switched to
the backup Data Base Processor site via the multiplexed
line. The backup Data Base Processor site would suffer
some service delavs if peak=1loads occurred
simultaneously, but this should not degrade user
service to unacceptable levels.
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The VRS hardware confiquration reccmmended is the total
solid state system bhaving a 4,000-vocabulary EOM {(or
PROM) vocabulary stcorage unit and no voice recognition
subsysten. Voice recognition equipment will be more
than 1.5 times the cost of the rest of the VES units of
1983 vintage. The convenience of voice input to users
of the system is nct dJdeemed advantageous enough to
justify the cost. The user can input YRS requests
using increasingly available tone telephones and tone
devices while the PATWAS caller can use either the tone
inputs or the "click" input of a rotary dial telephone
to key the desired PATWAS route. If at some time in
the future (e.g., 1in five vyears) voice recognition
devices become equivalent in price to the voice
response subsystem, they can be incorpgorated into the
systen.

The channel sizing of 32 1lines per VES unit is
recommended. This 1is based wupon projected hardware
technoloqy, site demand 1level projections, gqrowth
capacity, the 134 site confiqguration and a limited 15%
cost reduction estimated for a 50% reduced size unit.

All hardware ©purchases should take advantage of
commonality with Mcdel I, Ii, and III sytem components
and PLOCESSOCS. Such commonality will reduce
maintenance costs, training and inventory requirements
for national VRS operations.

The last recommendation comcerns software developnent.
All new software development should make maximum use of
existing prototype logic designs. This approach can
expedite early implementation and save software
development cost, These savings are possible because
the bulk of the software of the VEKS computers and Data
Base Processors deals with the same products and
translations now existing or soon to ke implemented on
the nprototype systen. It 1is unlikely that major
changes to the raw weather products will obsolete the
data prorcessing progqranm logic. The one exception is a
major new weather product employing gqrid data and
forecasts. If this materializes before initicl
irplementation, its processing software should be
relativelv simple (compared to free-text products) and
inexpensive since this new product is specifically
desiagned for easy automated processing.
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APPENDIX A - FY86 PEAK-HOUR DEMANDS FOR 138 FACILITIES

FSS NAME PB FP AC SERVICES
WASHINGTON 395.1 171.4 103.5 1682.9
MIAMI 188.5 115.5 98./ 998.9
LRSS ARGELES 2777 T3eu 542 939.0
CHICAGO 2lé.3 5242 g 79%,.1
HOUS TON 13«43 AG,2 AT7ed) Ta1e3
BOSTON 14945 3.7 43,5 715.0
MEMPHI S 17243 Hle3 49,3 nAMeh
FORT WORTH 149.4 5)e ) 23.m naNe2
DETINIT 129.7 ~71.5 20,3 . HA3N.9
CLEVEL AND 137.0 7243 143 ALD.T
MIMMEAPOLIS 1%ad.4 4741 09,4 59242
SaM DIEGO 112+ S0 .w 5561} 5AH .7
DAKLAND 151.2 S1l.5 4wed) 57m63
INDIaAMAPOLIS 15742 S060 Ja e 2hheh
#ILKES BARRE 15442 Slee 9.5 53,7
KANSAS CITY 119.9 4d,9 35.4 443,13
PHNE!N T X 36.4 32.7 =3.3 435,10
PITTSRUPGH 110en 4548 3549 476.3
DEMVER 1nl.1 47,3 52.1 463,9
PO RHKEERSTZ 130,93 MLl 33.7 452,1
DAYTON 12u.5S 45,.d 15.2 4h2,.0
PHILACELPHIA 110.8 45,42 12.5 433 .4
ATLANTA 110+ Gee 15.2 4374
SEATTLE B2.3 51.%6 69,3 435,3
yTIca Q3.8 47,4 43,1 424 ,.,h
LAS VERAS 7.0 53.1 27,7 425,13
OMAHA 96,5 4163 3842 4115
ST LAUILS 97.3 43,7 219 49,1
SACRAMENTN 100.4 36.7 33.1 40065
QALEIGA 93,5 4l 2H,.2 399.9
B8IPMINGHAM 109.9 30.5 3540 337.9
CCLUMBUS 93.4 EET 27.3 33,0
FLORFENCE 73.7 4240 39,0 373.2
CHAQLESTOMN 34,1 34,7 30,5 371.7
IsLIP 92.5 33,3 13.1 3n67.2
WINDSOS LOCKS 56549 39.0 17.73 3h4.4
SOITH 3END Q5.1 33.3 22.0 354,.,6
ST PETERIAL~G 1.7 39,4 19¢4 357.7
DECATIIR He o2 2G4 R 5.4
TETEQ:“JF‘(O 92-’. :‘lng 1?.-1 333.M
LOUYISVILLE 86.0 30.% 2le9 JFALG
oKL &H2MA CITY 4843 37.5 13.4 323.2
SAN ANTONIO 6749 37.1 2l.0 321.8
SAVANMAH 75.4 30.0 36,5 319.9
JACKSONYILLE 73.3 314 33.0 319.7
WICHITA 82.6 3l.1 16.8 319.1
NEW ORLEANS 7747 33.1 15.1 317.0
SUFFaLY AS .4 7.9 3.0 INT..H5
NASHVILLE B2.7 29.2 12.% 3ns.t
CENAR RLIIDS 71.7 23.5 3449 ins,.6
DES MOINES 78,3 2l.6 53.9 30448
POQTLAND 77.0 25.49 35.0 302.3
TULSA B3.6 2440 2563 3Nl.o
LITTLE RNCX 64,9 2949 30..9 39161
PENSACILA S4.6 Js.3 25D 29243



FSS_NAME

C2LANDO
HIZKORY

¥ UNAUKEE
VERD 3E&CA
LANCASTE <
cumo1Is

saLI~a
AMACTLLG
SAMNGOR
SHREVEPORT

EL P55y

LA<E CHIZLES
(RREER
SPOIMLTIELD
TUCSN®
MIDLEMND
SILLIMNGS
FOAMNDKE

SANTA HARRARA
AL2NSUESIUE
AUSTIN
SAGINAYW

28M)

SALT LAKE
GREEN BAY
JACKSON
KNNXVILLE
MACOMN

FRESMO

NE# AERN
GARDEN CITY
HURQN

FInOLaY

GRAND FORKS
GREAT FALLS
GAINESVILLE
WALLA wALLA
TRAVESSE CITY
DOTHAN
CROSSVILLE
coLuMBIa

CAPE GIRARNEAN
GREEMWOQW
NORTH PLATTE
UKTAM )
MONTGOMERY
CHARLESTON
WEMATCHEFR
801¢E

GRaMT JUNCTIONM
LUSSICK
WICHITA FaLLS
MUSCLE $=04LS
MINOT
BRESCOTT

APPENDIX A

PE

72.9
74.0
78.5
351
60,2
Sy.45
S3.0
3d.7
44,5
sl."
L, 2
34.5
b4 os
SE,0
34,4
S2.4
51.7
56,18
S0.4
47,5
Sue3
S0.9
3=.9
45,5
48,1
49.1
eT7.9
44,3
4145
29.0
3440
39.6
33.9
35.9
30eH
36.6
33.6
32.3
21.2
39.6
3440
28.0
42.9
32.6
31.4
23.9
24,9

23.7.

22.7
25.R8
277
27.2
27.5
2245

12.1°

(continued)
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W& =00 ~4

22,4

0
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s Pt b et Pt gt pus
O LN~ UI— 00 OO0
— OG0 N~ O YO &
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T
N

SERVICES

PoF. e
Z47 %
236.9
27567
249i1,5
29042
25m.3
253,10
2465,.,5
24u.n
239.4
234
23mn.5
229.4
22945
22549
223.6
213.2
215.3
2135,5
z13.9
205.8
293,73
2nn.8
199.3%
13<.0
133.0
191.3
179.%
174.3
170.2
169.3
169.1
165,.7
1525
155.2
153.9
143.3
145.5
143.4
lel,l
137.8
136,.,9
133.6
132.3
132.3
130.5
13n,2
124.1
122.8
122.14
121.9
116.7,
115.4
114,85



FSS_NAME

TALLAHOSSES
A0RLINY GRIIN
LA Co238E
PAYETTEVILLE
MCALLE W
HIRRIMG
ARILENE
MARNHETTE
SPOKANE

20CK SFRINGS
QED 2LJFF
SCATTSSLUFF
MONTRELIER
GALLIIP |

9ELL INGHAM
MCALESTER
SURLEY

RAPID CITY
207EMAN
MccoMa
RENMIND
IDAHO FALLS
RMSWELL
CASPER
PIERRE

CEnA] CIry
NORT- 3END

APPENDIX A

B

24,4
180
2n.1l
23.1
1d.8
20,3
20.4
21.3
22.3
16.8
19.7
19.5
101
16-3
12,7
19.2
16.5
17.0
14,
17.7
17.%
17.6
l‘-z
15.2
13.5
115
9.0

B

11.4
12.7
1lev
17.1
leod
104
11.9
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.
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e & & &
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CWwr—rw+Horin e W
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(continued)
AC  SERVICES
113 111.4
1’30"! 155.3
13.5 137.0
15,5 1hh .4
3.5 104,7
16.0 193.4
9.0 1030
2l.é 99,1
4.3 97 .4
2R .4 39,5
2Ee% 94,9
2649 Q4,2
13.0 91.2
1760 A3.0
227 Bled
13.3 79.6
17.1 77.0
de6 75.7
22.3 73.5
12.0 T1.7
16,1 h3e8
10.6 67.8
12.3 5.0
10,5 B4, 1
17.0 62,0
15.3 373
164 SNt

A-3/A-4






FACILITY NAME

WASHINGTON
MramMl

LOS ANGELES
CHICAGN
ONSTOUN
ROSTON
MEMPMHIS

FQOT dORTH
DETROIT
CLEVELAND
MINNFAPOL IS
SAM NDIEGNH
NAKLAND
INDIANAPOLIS
HILKES BARRE
KAMNSAS CITY
OHAFNT X
PITTSRURSGH
NAYTOMN
POIIGHKEERS K
NEMVER
PHILADELPHI A
ATLANTA
SEATTLE
uTiCA

LAS VEGAS
OMAHA

ST LOUIS
SACRAMENTO
QAILFIGH
BIRMIMGHAM
COL!IMRYS
CHARLESTON
FLOQENCE

IsL 1P
JINDSOR LOCKS
S0HTH REND
ST PETERSHNRG
TETERAQHN
NECATIIR
LOUISVILLE
OKLAHOMA CITY
SAY AMTOMNTO
WICHTTA
3AVANMNGH
JACKSOMYTLILE
MEw ORLEANS
AUFFALO0
NASHVILLF
CENAR RADINS
NES MOINES
TULSA
PORTLAND
LITTLFE RnCx
PEMSACOLA

¥B

542.2
2hD .4
392.9
299,n
259.5
210.5
1R0.7
2hhb .7
219.2
172.9
223.0
154.5
212.9
220.0
21741
158.4
1373
143.13
199,7
146.3
156.0
15%.9
116.A
118.0
98,5
135.9
137.0
14} .64
13t.7
154 .A
131,.5
132.4
123.49
130.2
122.4
134.0n
115941
129.9
11&2.5
121.1
CLYY
A
116.3
105.2
I1n3.3
1')9.5
Q2.1
116.5
1010
1101
117.7
lon,.a
ar.n
The9

FP

2i1.7
156.3
a7
R34
93,5
113.2
109.9
6T.7
91.3
Q4,1
hl.7
89.7
A9.43
67.7
a1 .9
AS,.5
Tle2
hl.2
41.9
S5leb
3.9
h2.5
60.1
3.8
nao T
7103
55.1
53.0
49,5
Sh.4
413
52.6
4T.0
56,7
Slet
S2.7
45.10
53.3
“2'2
Au.&
4]1.3
S1.1
St.l
42,1
40.h
42.7
44,3
51.2
39.4
38.9
29,2
33.°72
34.9
Ll.G
a7.7

B-1

AC

13n.0
123.5
7195
9640
13,4
5444
hle7
Sieb
2he0
Ry
RL RS- ]
aqll
hlel
43,6
36.9
YA |
7749
44,4
2441
4247
A95e2
15.6
24,40
S0,7
Ae2
59,7
47.9
2h43
67.5
3542
4344
14,2
34,3
44,4
lhet
224
275
fu.])
19.1
8,1
27.6
21,0
2h,e3
?len
45,7
4llq
13,9
10.0
155
3,7
AT %
13.9
43 .M
4.7
12,9
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2231.4
1359.9
1793.7
1048 .0
17146,4
IR, 7
912.8
BR1.,9
ROT v
B39.3
a1l.n
Hnlo“
793.4
779.60
775.0
ATl.N
ABLl.9
H8N .4
h35,.9
43,7
LERFYI]
613,59
500.2
594,43
S513.4
S77.9
563.0
SAl.H
Sa4,7
SaM, |
$532.9
S24Y,.,3
SN9.8
BNAR A
Sn%,13
500.4
433,0
[T
Y YN
459,56
631.2
642,60
441,46
434,43
437.1
437,0n
435,A4
477,72
42| A
a1 7.9
6195.?
413,9
4l 3.5
Gl]en
39H oA



FACILITY NAME

NRI_AMDO
HICKNRY
MILWAIKEF
VERIN REACH
nuanits
LANCASTER
SALINA
AMARTLLO
SHREVEPORT
AANGOR

LAKE CHARLES
FL PASD
GREF.R
SPRINGFIELD
TUrSON
MIDLAND
RILLINGS
RNANOKE
ALRUAQUERNUE
SANTA RARRARA
AUSTIN
SAGINIAW

DEND

SALT LAKE
GREFN HAY
JACKSNN
KNOXVILLFE

MA c().\‘l

FRFSHO

NEW RERN
FINDLAY
GAQDFN CITY
HYROM

GRAND FORKS
GREAT FALLS
GAINFSVILLE
WALLA WALLA
TRAVERSE CITTY
NDOTHAN
CRNSSVILLE
coL'mMRIA
AREENWOOD
CAPF GIRARNDEAL
NOPTH PLATTE
MONTGOMEQY
UKTAH
CHARLESTNN
WENATCHEF
301SE

GRAMD JUNCTION
LURH0CK
WICHITA FALLS

. MUSCLE SANALS

MINOT
PRESCOTT

APPENDIX B

(Continued)

PB P Ac
10247 7.6 27,1
10442 33.9 1564
1107 33.7 17.2
79.0 35.3 G4 4R
A3.9 33.2 40,7
A4 .8 29.0 57.13
774 32.4 564,14
N2.h 0.3 abg(
12,3 37,4 23.7
b7 39.4 33.1
9049 27.0 274
f243 37.3 34,8
90.7 FL- X% 2h.0)
74.9 267 IR 2
4H. 4 4.4 2R.4
73.8 3.4 312.5
1247 2645 bYn.A
Aty n 23.7 34,8
hb o9 28,4 34,5
71,0 2344 4R, 7
TOH 30.2 13.0
Tleh 29.4 11.00
49,0 31.6 37,1
Ad,] 27.3 25.4
677 2641 in.s
56,5 27.1 18.6
56,9 24.0 1244
A2eb 220 23.9
57.2 24 .8 21.2
4048 30.7 235
S4.7 2let 2T7.0
41 .R 2l.0 46147
55,8 15.7 50,9
N6 22.1 27,1
43.2 21.4 31.4
51.5 17.6 3t.1
47.3 16.5 4160
45,5 17.2 19.9
29,9 23.5 1.5
55.7 15.6 17.4
4T .1 16.5 el
hha3 12.3 15.2
9.5 20.2 19.1
464N 11.9 37.5
33.6 2245 12.7
44,3 12.2 38.1
35,1 2leh 11.5
33.4 15.1 4167
32.N 21.3 15.4
36,3 15.5 POeb
39,0 15.7 19.3
8.3 16.4 1742
IR, T 13,4 PPob
31.7 13em 33.0
25.5 13.7 4]leh

B-2

SERVICES

197,1
39%.4
Jns,?
17274
355.0
3%4.1
3590.8
44 R
334,95
334,3
321.2
325,7
326 44
313.2
in7,.,9
3InT.3
in3.n
29K, 4
293,.4
293,3
233.2
284,.0
276,.n
274,5
271.9
251.7
25146
24R, 3
245.5
242.7
23n, 7
230e4
279,9
225.4
212.h
2ll.4
20R.5
2h2eY
13R, 2
197.3
134.5
187,09
181.2
18n,5
179,9
17443
175.3
174,.5
1"’9)."’
15A6,.5
15h.4
159.1
15h,3
193.5



APPENDIX B (concluded)

FACILITY NAME PB FP AC SERVICES
TALLAHAGSFF 4.0 15.5 la A 1921
Q0ui. ING GRFEN 2%.3 17.2 199 146.3
LA CWNOSSE 2t 1ol 1761 149.5
FAYETTEVILLE R 13.7 19.5 180
MCALLEN 2hqb 17.4 11.9 142.7
ARTLFNE 2R3 19.1 11.2 140,6
HIRJING 28 .6A 1.1 20.6 lan.4
SPOKAME 31.3 13.6 10,7 133.7
MARNUETTE 30.1 1.4 27.1 137.H4
ROCK SPRINGS 26.5 9.0 35.5 1243
QEN [LLFF 27.7 9N 33.0 127 .4
SCATTS3LNFF 275 9.3 31.2 127.n
MONTPELIER 14,1 17.4 1he3 123.0
GALLYIP 23.7 11.7 2l.3 120.%
SELLINGHAM 17.9 YK 28.4 Ind.n
MCALFESTER 27.0 7.1 223 107.9
AURLEY 23.2 He3 2l.3 10642
oapln CITY 23.9 101 10.7 1N3.4
]Q7FMAN 2n.2 5.4 28¢5 9A,7
MCCOMAR 290 7.5 1.0 Q. T
RENAMOND 2648 5.5 P0a2 S3.6
IDAHN FALLS 2444 6.4 13.3 92,5
ROSWELL 19.9 7.3 15.0 18,2
CASPFR 21.5 7.1 13.1 BT1.3
PIFRRE 19.0 5.6 21.13 A43.9
CENaQ CITyY 164 5.8 19.1 77.3
ORTH 8END 1.7 444 2deh AT«

B-3/B-4
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APPENDIX E = FSS SUMMARY DATA

TABLE B-1

FSDPS = FSS SUMMARY DATA FOR ALUUNVERQUE

ANNUAL 1986 DEMAND

STATE DISTANCE {THOUSANDS)

HAME FSS NAME CODE (MILES) PH FP AC
ALBUQUEROUE ALBYQUERQUE 30 Heh 151.3 7045 7R3
ALBUOUERAUF LAS VEGAS 3n 4.6 1%.0 2.8 13,2
ALBURUERQUE 2. 3.6 166.2 73.4 CL
AMARILLO AMARILLO 42 27645 108,2 35.6 38.1
AMARILLO TUCUMCARY 3n 274.5 43,1 32.3 33.A
AMARILLO NDALHART 42 2T4+5 2761 6.0 33.5
AMARILLO GAGE 35 27445 2647 446 23.1
AMARILLO % 27445 205,1 TH.4 1285
EL PASO FL PASO 4? 233.1 132.3 87.5 SNe7
EL eesp NEMING 30 233.1 1R.0 7.0 32.1
EL PASO TRUTH OR CONSEQ 30 233.1 bob 1.9 1664
EL .PASO 3 ?233.1 154.7 9645 97.2
GALLUP GALLUP 3n 127.1 SR.9 30.2 S9.5
GALLUP 1 i27.1 $8,.5 30.2 59.5
PHOENTX PHOENIX 2 333.1 249,72 139.0 123.7
PHOENI X RBLYTHE 4 333,.1 H9,2 45,1 8040
PHOENIX 2 . 333.1 338.4 184.1 203.7
PRESCOTT PRESCOTT 2 297.5 63.3 35.4 1162
PRESCOTTY 1 297.5 63.3 35.4 115.2
ROSWELL ROSWELL 3n 173.7 37.1 1444 21.2
ROSWELL CARLSBAD 30 173.7 12.4 4.6 23.5
POSWELL 2l 173.7 49.5 19.0 4448
TUCSON TUCSON 2 328.5 83.0 ° 7040 48,1
TUCSON DOUGLAS 2 328.5 37.1 3%.4 31.2
TUCSON 2 32845 120.1 105.5 79.3
ALBUQUERNUE 17 1156.2 622.5 825.5



NAME

BTLANTA
ATLANTA

BIRMINGHAM
BIRMIHNGHA#
RIRMINGHAM
RIRMINGHAM4

CROSSVILLE
CROSSVILLE

GREER
GREER
GREER

HICKORY
HICKORY

MACON
MACON
MACON

MONTGOMERY
MONTGOMERY

KNOXVILLE

KMOXVILLE
KNOXVILLE

ATLANTA

TABLE E-2

FSDPS - FSS SUMMARY DATA FOR ATLANTA

FSS NAME

ATLANTA
1

RIPHTNGHAM

ANNT 5 ON

TUSCALLOOSA
3

CROSSVILLE
N .

GREER
ANDERSON
e

HICKORY
1

MACON
ALBANY
2

MONTGOMERY
1

KNOXVILLE

STATE
COUE

10

— et s

41

39
39

32

1n
I

41

BRISTOL-TRI CIT 41

2

13

DI§TANCE
(MILES)

30.5
30.%

141.7
141.7
16147
14147

182 lq
132‘9

1587
153.7
158.7

232.1
232.1

A2%0
(2.9
620

142.0
142.0

169.0
169.0
169.0

ANNUAL 1946 DEMAND

{THOUSANDS)
PR FP
386,1 155.5
386.1 15%.5
197.2 S8.4
115.1 25.1
710 23.2
384.3 106.7
138.3 40 .64
1358.3 40,4
181.8 57.4
43¢ 12.1
225.1 69,9
258.6 100.6
25R.6A 100.6
BS.R 3a.1
69.2 20.4
15%.1 SR4
B83.0 58.3
83.4 68.3
125.7 ‘le
405 17.7
146.2 61.9
1797,2 65143

AC

67.1
67,1

3644
S4.3
31.5
1?203

50.0
S0.0

377
35.1
72.8

44,2
44,2

37.4
29.5
66.43

35,5
38.5

3445

Ne0d
3445

493.2



NAME

WINNSOR LOCKS
WINDSOR LOCKS

BANGOR
BANGOR
BANGOR
BANGOR

BOSTON
BOSTON
BOSTON
BOSTON

MONTPELIER
MONTPELIER

UTICA
UTICA
UTICA
UTICA
uTlica
UTICA

BOSTON

TABLE E-3

FSDPS- FSS SUMMARY DATA FUR BOSTON

FSS NAME

STATE
COLE

WwINDSOR LOCKS H

1

RANDOR

AUGSTA

HOULTON
3

ROSTOM

CONCORD

LEBANON
3

MONTPELIER
1

UTICA
GLENS FALLS
MASSENA
WATERTOWN
ELMIRA

S

13

18
14
18

2n
28
2A

44

31
31
31
31
31

E-3

DISTANCE
(MILES)

82.7
82.7

19%.0
195.0
19560
195.0

356.2
36e2
36.2
36.2

115.48
115.8

199.2
199.2
199.2
199.2
199.2
199.2

ANNUAL 1986 DEMAND

(THOUSANDS)

PR

303.9
303,.9

75.0
5145
13.2
155.7

381.5
75.4
65,7

522.6

35.1
35.1

TR.4
31.7
29.5
42.9
110.4
292.9

1310.3

FP

135.4
136.4

57.6
32.1
12.3
102.0

229.0
4340
20.7

292.7

45.1
45.1

52.5
11.9
43.5
11.“
47.9
167.2

T43.4 .

AC

6?..“
62.4

19.5
60.6

520.5



NAME

CHICAGD
CHICAGD
CHICAGO

CEDAR RAPINS
CEDAR RAPINS
CEDAR RAPIDS

GREEM BAY
GREEN BAY
GREEN BAY

MILWAUKEE
MILWAUKEE

SOUTH BEMD

SOUTH REND
SOUTH BEND

CHICAGO

TABLE E-4

FSD?S- FSS SUMMARY DATA FOR CHICAGO

FURT WAYHE
2

STATE
FSS NAME CODE
CHICASO 12
ROCKFORD 12
?
CEDAR RAPIDS 1ls
AURLINGTON 14
2
GREEN BAY 48
WAUSAU 48
R
MILWAKEE 48
1
SOUTH BEND 13
13

DISTANCE
(MILES)

E-4

10.2
10.2
10.2

17314
)_.73-"
173,04

186.8
186.-']
186.8

83.6
B3.6

103.7
103.7
10347

ANNUAL 1946 DEMAND

(THOUSANDS)
PR Fp
61440 191.5
128.3 39.8
71’2'3 ?31.3
191.2 V.4
59,7 30.4
250.8 190.7
100.0 39.0
69.2 23.3
168.2 62.3
275.0 92.3
275.0 2.3
207.1 70.4
125.5 4640
332.7 116.4
1769.0 603.0

AC

117.2
J39.3
156.5

57.0
65.1
122.1

31.2
53.9
5.0

47.9
47,9

47,9

29.0
770

48R



NAME

PIT TSAURGH
PITTSHURGH
PITTSRURGH
PITTSWRGH

RUFFALO
BUFFALO

CLEVCLAND
CLEVELAND
CLEVELAND

DETROIT
DETROIT
DETROIT
NETROIT

Duanls
DUBNnIS
DuBnIS
DuUBOIS
pusonIls

FINDLAY
FINDLAY

SAGINAW
SAGIHNAW

CLEVELAND

TABLE E-$

gﬂ?s- FSS SUMMARY DATA FOR CLEVELAND

FSS NAME

PITTSURGH

ALTOOIIA

JOHNSTOWN
3

RUFFALO
1 :

CLEVELAND

YOUNGSTOWN

2

DETRUIT

JACKSON

LANSING
k}

nnoIs

RRADF YKD

ERIE

PHIL IPSRURG
4

FINDLAY
i

SAGINAW
1

STATE
COvE

37
ar
37

31

4
36

21
21
21

37
37
7
37

34

21

DISTANCE
(MILES)

132.4
132.4
132.4

. 132.4

210.7
21n.7

20.7
20.2
20.2

R7.,9
87.9
87.9
87.9

171.7
171.7
171.7
1717
171.7

78.4
18,4

181.7
181.7

ANMUAL 1996 DEMAND

{THOUSANDS)
PB FP
292.1 119.0
65,5 26.9
47.9 17.7
405.5 163.5
228,7 132.5%
223.7 132.5
332.3 203.4
146.7 S0.2
478,9 253,6
-389,9 190.6
77«0 25.1
174 2h.4
S44.6 236.0
63,1 27.0
58,9 17.9
44,3 14.0
“2.1 26,9
208.3 8543
135.9 55.3
135.9 55.3
1717.8 76.0
177.8 76,0
2179.5 1002.8

AC

31.3
65.6
48.2
125.2

27.9
27,9

34.8
15.4
50.2

4044
1R.0
1441
72.6

37.1
33.9
3Iﬂ
39.0
113.8

75.4
75.4

3n.8
30.8

495.8



TABLE E-6
FSDPS- FSS SUMMARY DATA FOR DENVER

ANNAL 1936 DEMAND

STATE  OISTANCE (THOUSANDS)

NAME FSS NAME COVE (MILES) PR FP AC
SCOTTSOLUFF SCNTTSELIFF 26 16l.1 67.9 17.2 53.9
SCOTTSHBLUFF CHADRON 25  14l.1 12.0 4.0 15.4
SCOTTSHLUFF SIDMEY 26 14141 8.4 2.4 178
SCOTTSBLUFF 3 14141 63,2 24.0 R7.1
CASPER CASPER 49  199.2 53.3 18.4 36.7
CASPER | 199,2 53.3 18.4 36.7
DENVER DENVER 3 32.2 289,0 186.4 105.7
DENVER AKRON 5 32.2 19.2 5.3 26449
DENVER LA JUNTA s 32.2 2643 7.0 28.4
NENVER TRINIDAD 5 32.2 21.0 6.7 23.2
DENVER 4 32.2 - 353.4 165,.3 182.2
GRAND JUNCTION GRAMD JUNCTION S  195.n T70.4 32.1 44,8
GRAND JUNCTIOM EAGLE 5  195.0 19.8 8.1 26.1
GRAND JUMNCTION 2 195.0 90.2 . 40.2 70,9
NORTH PLATTE MORTH PLATTE 26 260.6 65.9 17.7 60,2
MORTH PLATTE GOONLAKD 15 240.6 41,1 11.4 38.3
NORTH PLATTE MILL CITY 15 240.6 7.2 le6 6.5
NORTH PLATTE 3 2640.6 114.1 30.7 105.1
RAPID CITY RAPID CITY 40 28%.6 59.5 2641 3n.0
RAPIO CITY 1 286.6 9.5 25.1 30.0
DENVER 16 738.7 304.8 512.0



NAME

ABTLEME
ABTLENE

FORT 4wNRTH
FORT «WGRTH
FORT WORTH
FORT 40RTH

LUBROCK
LUBROCK
LUBROCK

MIDLAND
MIDLAMD
MIDLAND
MIDLAND

MCALESTER
MCALESTER

OKLAHOMA CITY
OKLAHOMA CITY

SHREVEPORT
SHREVEPORT
SHREVEPORT
SHREVEPORT

WICHITA FALLS
WwICHITA FALLS
WICHITA FALLS

TULSA

TULSA
TuLsa

FORT WORTH

tABLE E-7

FSDPS = FSS SUMMARY DATA FOR FORT 4YORTH

FSS NAME

ABTLENE
1.

FORT A4ORTH

paLL&!

MINERAL WELLS
K|

LUBROCK
CHILDRESS
2

MIDLANU
wINK
ALICE

3

MCALESTER
1

0KLAHOMA CITY
1

SHREVEPORT
£L DORADO
MOMROE

3

wICHITA FALLS
HURART
2

TULSA
PONCA CITY
2

18

STATE
COLE

2

62
42
42

35
35
17
17
35

35
35

E-7

DISTANCE
(MILES)

154.3
15443

16.5
155
16.“,
16.5

280.2
200.2
ZBO .2

305.6
305.6
305.6
30545

159.6
159.6

18023
103

194.7
194.7
19447
194.7

114.7
1164.7
116.7

242.1
2421
24201

ANNIAL 1985 DEMAND
{ THUUSANDS)

PB FP AC
T1.4 41.8 31.3
Tl.6 418 31.3
260.9 62.5 68.4
379,17 10643 57.A8
2l.8 6al 2he3
662.3 175.0 152.5
d3.4 37.7 26.6
13.‘0 2-8 27.15
96.8 40.5 54,0
92.8 31.5 2647
15.8 S8 23.5
Té.6 37.2 40,6
183.2 Téab Q0.8
67.0 1R.4 64.0
6T7.0 18.4 65440
238.9 132.1 6442
233.9 132.1 66442
0.0 0.0 N0
337 31.6 6460
139.9 65.1 221
179.6 96.7 6601
66,9 30,7 27.1
3041 118 20,9
95.0 4245 4R, 1
267.8 79.3 47.3
2443 heT 45.9
292.1 86.0 93.7
1RB6.4 707.6 66447



NAME

AUSTIN
AUSTIN

HOUSTON
HOUSTON
HQUSTGM
HOUSTON
MOUSTON
HOUSTON

LAKE CHARLES
LAKE CHARLES
LAKE CHARLES
LAKE CHARLES

MCCOMB
MCCOMR

MCALLEN
MCALLEN

NEW QRLEAMNS
NEW ORLEANS

SAN ANTONIO

SAN- ANTONIO
SAN ANTONIO

HOUSTON

TABLE E-8-

FSDPS = FSS SUMMARY DATA FOR HOUSTON

STATE
FSS NAME COLE
AUSTIN 42
1
HONSTON 42
COLLEGE STATION 42
BALVESTUN 4“2
LUFKIH 42
PALACIOS 42
]
LAKE CHARLES 17
ALEXANDRIA 17
LAFAYETTE 17
3
MCCOMH 23
1
MCALLEN 42
1
NEW OKRLEANS 17
1
SAN ANTONIO 42
COTULLA 42
2
14

E-8

DISTAINCE
(MILES)

1“30’0
143.4

21.8
21.8
21.8
2}
2l.H
21.8

124.9
1269
126.9
126.9

301.2
301.2

31640
31640

316.7
316.7

190.3
190.3
190 '3

ANNUAL 19364 DEMAND

(THOUSANDS)

Py

175.A8
175.8

L4T7.6
4605
43.1
55.3
5'109

bbb b

69.4
SH.3
98,0
225.7

177.6
5949
2317.5

1642.8

Fp

78,1
7801

190.2
12.1
10.7
17.0
11.8

26148

20«2

25.8
23.9
59,8

19,3
19.3

4541

4541
115.8
115.8
19,2

2045
129.7

699,7

AC

S0.6
S0e%

S1e1
3N.6
64.1
40.4
47.9
234.2

?_7..7
2445
2403
76.5

4240
4240

33.4
33.4

92.7
52.7

44,49

2.4
73,3

567.5



NAME

COLVIMRUS
COLUHRUS
COLUMRUS

CHARLESTON
CRATDLESTON
CHARLFSTON
CHARLESTOH
CHARLESTOH
CHARLESTON

DAYTON
DAYTON
DAYTON

INDIAMAPOLIS
INDIANAPOLIS
INDTANAPOLIS
INDIANAPOLIS

LOUISVILLE

LOVISVILLE
LOUISVILLE

INDIANAPOLIS

TABLE E-%

FSDPS - £S5 SUMMARY DATA FOR INUIANAPOLIS

FSS NAME

coLuUMsUS
7ANESVILLE
4

MORGANTOWN
CHARLESTON
HUNTIHGTON
PARKERSHURG
ELKINS

5

DAYTON
CINCINNATIL
2-

INNTANAPOLIS

Ll\FAYE]TE

TERPE HAUTE
3

LOUISVILLE
LONDON
2

STATE
COLE

k1
34

47
47
47
47
47

34
34

13
13
13

16
16

DISTANCE
(MILES)

180.8
180.8
180.8

268.2
26R.?2
26M.2
26842
268.2
2638.2

ANNUAL 19R6 DEMAND

{THOUSANDS)
P8 FP AC
275.6 121.& A“.B
50.9 14.2 S0.7
3265 136.0 95.4
50.7 66,9 20,1
A0 29.7 n.o6
71.6 22.6 14.7
94.5 16.1 21l.1
4249 6.1 20.5
323.9 121.4 107.1
2h3.4 90.6 30.4
157.8 6945 27.9
4721.3 160.0 67.3
3213.1 112.1 S6.7
93,6 17.5 28.2
118.5 45.3 36.9
S46.2 175.0 121.7
209.9 72.1 37.1
9n.R 34.7 39.6
300.7 106.9 T6ha7
1923.5 699.3 468,2



NAME

CHARLESTO"
CHARLESTON

NOTHAN
DOTHAN

FLORENCE
FLOREMCE
FLORENCE

GAINESVILLE
GAIMESVILLE

JACKSONVILLE
JACKSONVILLE
JACKSONVILLE

PENSACOLA
PENSACOLA
PENSACOLA
PENSACOLA

SAVANNAH
SAVAMNNAH
SAVANNAH
SAVANNAH

TALLAHASSEE
TALLAHASSEE

JACKSONVILLE

E-10

AC

32.3
32.3

29.5
29.5

101.8
3445
136.3

86,9
86.9

106.5
10.3
116.8

410
14.9
33.6
B83.5

S0.1
38.1
33.4
127.6

41,4
41.4

660.4

TABLE
FsppPS = FSS SUMMARY DATA FOR JACKSONVILLE
ANNIJAL 1986 DEMAND
STATE DISTANCE (THOUSANDS)

FSS NAME CODE (MILES) P@ FP
CHARLESTON 39 187.4 BT.? 5640

1 187,06 At.2 5640
DOTHAN 1 213.7 7442 73.7

1 213.7 Ta.2 73.7
FLOREMCE 39 272.1  203.1  130.9
MYRTLE HEACH 39 272.1 54.5 15.A

2 272.1 257.6 14647
GAINESVILLE 9 73.5 127.9 45,5

1 73.5 127.9 45,5
JACKSONVILLE 9 34.6  1A0.0 93.0
VALDOSTA 10 36.6 7644 17.4

2 4.6 256446 110.4
MORILE 1 313.9 116.7 73.2
PENSACOLA 9  313.9 30.3 17.7
CHRESTVIEW 5  313.9 43.9 32.5

3 313.9 191.0  123.4
GAVANNAH 10 107.2 137.5 71.8
ALMA 10 107.2 60.3 ‘11.9
BRUNSWICK 10 107.2 65,1 21.2

3 107.2 263.8 104.9
TALLAHASSEE 9 146.6 BS.4 40,0

1 16646 B5.4 40.0
14 1363.6 700,56



NAME

COLUMHIQ
coLumBIA

DECATIIR
DECATUR
DECATUR

GARDEN CITY
GARDEN CITY
GARDEM CITY

WICHITA
WICHITA

KANSAS CITY
KANSAS CITY
KANSAS CITY

SPRINGFIELD
SPRINGFIELD
SPRINGFIELD
SPRINGFIELD

SALINA
SALINA
SALTNA
SALINA
SALIKNA

ST LOVIS
ST LOUIS

KANSAS CITy

TABLE

B-11

FSDPS- FS& SUMMARY DATA FOR KANSAS CITY

FSS NAME
COLIMARTA
1

NECATUR
QUINCY
2

GARNDEM CITY
DUDGE CITy
2

WwICHITA
1

KANSAS CITY
CHANUTE
2

SPRINGFIELD
JOPLIN
VICHY

3

SALINA
EMPORIA
MANHATTAN
RUSSELL

4

ST LOUIS
1

STATE
COvE

24

12
12

15
15

15

24
15

26
24
24

15
15
15
15

24

DISTANCE
(MILES)

138.4
138.4

322.9
322.9
322.9

328.0
328.0
32840

16645
166.5

19.3
19.3
19.3

135.0
136.0
136.0
136.0

153.9
153.9
153.9
153.9
153.9

2373.1
238.1

ANNUAL 1986 OEMAND

(THOUSANDS)
PR FpP
118.7 4248
118.7 42.8
189.9 72.4
104.6 31.6
29443 10444
69.0 20.2
49,7 34,2
118.7 S4.4
2B8.8 1n8.8
2H8.4 108.8
351.2 155.3
67.8 14,2
419.1 169.5
92.0 2643
2.7 14.7
41.3 27.9
19640 69.0
45,3 37.6
2R.5 6.1
47,9 22.6
70.4 16.3
192.2 82.7
340.2 152.7
340.2 152.7
1968.0 784.3

AC

6743
67.3

59.0
67.0
125.0

65.3
51.3
116.5

58.8
58.8

88.4
35 's
123.9

35.4
27.1
44,2
10647

27.4
30.3
56,7
38.7
153.2

73.5
73.5

825.8



NAME

CEDAR CITY
CEPAR CITY

" CEDAR CITy

LAS VERAS
LAS VEGAS
LAS VEGas
LAS VEGAS
LAS VEGAS

LOS ANGELES
LOS ANGELES
LOS ANGELES

'LNS AMGELES

LOS ANGELES

SAN DIEGO
SAN DIEGO
SAN DIEGQ
SAN DIEGO
SAN DIEGO

SANTA BARHARA
SANTA BARRALA
SANTA BARJAKA

LANCASTER
LANCASTER
LANCASTER
LANCASTER

LOS ANGELES

TABLE E~12

FSDPS - FSS SUMMARY DATA FOR LOS ANGELES

STATE
FSS NAME CODE
CEDAR CITY 43
BHYCE CANYON 43
2
LAS v 548 27
MEEDLES 4
ELY 27
TOMHOPAH 27
4
LOS ANGELES 4
FULLERTON 4
ONTARIO 4
SANMTA ANA 4
4
SAN DIEGO 4
YUMA ?
TMPERTAL 4
THERMAL 4
4
SANTA BARBARA 4
PASO ROARLES 4
e
LANCASTER [
AAKERSFIELD 4
NAGGETT 4
3
19

E-12

DISTANCE
(MILES)

350.5
350.5
350.5

194.3
194.3
194.3
194.3
194.3

48.5
43,5
48,5
43,5
48,5

139.1
139.1
139.1
139.1
139.1]

1nn.1
100.1
‘100.1

Ll N ™
NN~

1
1
1
1

ANNUAL 1986 DEMAND

(THOUSANDS)

PB

204144

FP

AC

46,9
6.5
5:;-4

82.7
37.0
15.7
31.3
166,18

159,.2

876.1



NAME

NASHVILLE
NASHVILLE

ROWL ING GREEN
BOWL IMNG OGHEERN

CAPE GIRARDEAN
CAPE GIRARDEAU

FAYETTEVILLE
FAYETTEVILLE
FAYETTEVILLE

GREEN~O00D
GREENWOOD

JACKSON
JACKSON
JACKSON

LITTLE ROCK
LITTLE ROCK
LITTLE ROCK
LITTLE ROCK

MEMPHIS
MEMPHIS
MEMPHTS
MEMPHIS
MEMPHIS

MUSCLE SHNALS
MUSCLE SHOALS

MEMPHIS

TABLE

E~13

FspBs - FSS SUMMARY DATA FOR MEMPHIS

FSS NAME

NASHVILLE
1

ROWLING GREEN

1

STATE

COOE

&}

15

CAPE GIRARDEAU 24

1

FAYETTEVILLE
HARRISON
4

GREENYOOQD
1

JACKSON
MERIDIAN
2

LITTLE ROCK

JONESHQORO

PINE HBLUFF
3

MEMPHITS
PADUCAH
DYERSAUKG
JACKSON

&

MUSCLE SHOALS

1

23

23
23

wWww

41
16
41
41

1

DISTANCE
(MILES)

19340
193.0

¢37.3
237.3

151.2
151.2

245.0
24540
2450

103.4
108.4

190.0
19040
130.0

130.R
130.8
130.3
130.8

—— bt
Lo 0o\ 000 STV R0 )

134.4
13464

ANNUAL 1986 DEMAND

(THOU'SANDS)

P

289.2
289.,2

62.9
62.9

16056.2

Fp

1020
102.0

44,4
G4t

52I3
52.3

31.8

759.4

AC

435
43,5

54'6
54.6

53.4
53.4

21.7
32.8
S54e4

42456
42.6

26.9
25.1
5240

S3.7
49,8
4.6
108.1

4140
33.9
42.2
55.3
172.4

627
62.7

643.6



NAME

MIAMI
MIAM]
MIAMI
MIAMI

ORLANDO
ORLANDO

ST PETERSAURG
ST PETERSHURG

VERO REACH

VERO SEACH
VERQ BEACH

MIAMT

TABLE E-14

F£SS NAME

MIAMI
FORT 4YERS
KEY WEST

3

ORLANDU
1

ST PETERSAHURG
1

VERQ BEACH
MELBOURNE
2

STATE
CODE

9

9
9

E-14

DISTARNCE

(41LES)

14.1
1461
14,1
14.1

201.2
201.2

208.7
209.7

123.5
1253.5
1285

FSDPS = FSS SUMMARY DATA FoOR MIAMI

ANMUAL 1986 OEMAND

{ THOUSANDS)
PR Fp
498,3  295.5
105.8 57.0
54.9 51.6
658.9  404.2
255.0 96.7
25540 96,7
2A5.8 137.8
285.8  137.8
130.1 S5.6
6641 4343
196.2 99,0
1395.9  737.6

AC

269.5
523
23.2

345.1

75.7
75.7

67.9
67.9

783

46.8
125.0

613.6



NAME
DES MOIMES
NES MOINES
NES MOTHES
DES MOINES

GRAND FORKS
GRAMD FGRXS
GRAND FURKS

HIRRING
HIBRIMG

HURGN
HURON
HURON
HURON

LA CROSSE
LA CROSSE
LA CROSSE

MINOT
MINOT
MINOT

MARQUETTE
MARQUETTE
MARQUETTE

MIMNEAPOLTS
MINNEAPOLIS
MINMEAPOLIS
MINMEAPOLIS
MINMEAPOLIS
MINNEAPOQLIS

OMAHA
OMAHA
OMAHA
OMAHA -

PIERRE
PIERRE

TRAVERSE CITY
TRAVERSE CITY
TRAVERSE CITY
TRAVERSE CITY

MINNEAPOLIS

TABLE B-15

FBPBS~ FSS SUMMARY DATA FOR MINNEAPOLIS

FSS NAME

NDTTUM A

pES MOIMES

masON CITY
3

GRAND FORKS
JAMESTOIN
?

HIRBING
1

HUROM

ABERDEEN

WATERTOWH
3

LONE ROCK
LA CROSSE
2

MINOT
DICKINSON
2

MARQUETTE
HANCOCK
2

MIMNEAPOLIS
ALEXANDRITA
QfDWO0D FALLS
ROCHESTER
gaU CLAIRE

E)

OAHA
GRAND ISLAND
LINCOLN

3

PIERRE
1

TRAVERSE CITY

PELLSTON

SAULT STE MAR
3

STATE
COLE

14
14
14

33
33

22

40
40
40

48
48

33
k}

21
21

r¥4
22
22
2z
48

26
26
26

40

2l
2l
IE 21

NISTANCE
tMILES)

232.8
232.8
232.8
232.8

283.1
2R3.1
283.1

173.2
173.2

252.1
252.1
252.1
252.1

119.5
119.5
119.5

‘010706
466746
447.6

ANMUAL 1996 DEMAND

{THOUSANDS)

PR

50.9
157.0
65.9
273.8

62.1
A3.5
125.5

710
7140

102.0
13.4
23.1

138.5

15.6
Sée7
70.2

S5R.9
19.8
73.6

52.5.

222
7446

341.0
50.9
63.9
64.5
33.5

553.8

1349.0
57.8
80.6

337.4

47,1
4741

61+3
‘7.5
4.2
112.9

1883.6

FP

16.7
4265
16.5
715.6

3-%.A
2l.6
57.0

36.5
36.5

679,.5

AC

46he2
37.1
105.1
18R.4

35.5
“003
75.8

57.5
57.5

71.0
35.1
33.5
139.6

17.8
29.9
4746

T6.8
15.3
92.1

57.6
18.0
757

6R8.7
53.7
39.0
2145
5%8.6
242.6

41.1
59.3
33.2
133.7

.59.5
59.5

474
30.7
14.1
100.2

1212.6



NAME

WILKES BAPRE
WILKES RAPHE
WILKES BARKWE
WILKES HARRE

IsL1p
IsLIP

PHILLADELPHIA
PHILADELPHIA

POUGHKEEPSIF
POUGHKEEPSIE
POUGHKEEPSIE

TETERRORO
TETERAOROD

NEW YORK

TABLE E-16

FSDPS- FSS SUMMARY DATA FOR NEW YORK

FSS NAME

wILKES BARRE

HARQISEURG

WwILLIAMSPORT
3

IstIp
1

PHILADELPHIA
1

ALBANY
POUGHKEEPSIE
2

TETERAORO
1

STATE
COLE

37
37
37

31

37

31
ED

29

DISTANCE
(MILES)

141.5
141.5
141.5
161.5

—

1.
1.

S0.8

ANNUAL 1946 DEMAND

{THOUSANDS)
PA Fp
105.6 59.1
LY 96.0
89.0 26,7
539,0 179,9
323.3 133.9
323.3 133.9
337.3 161.6
337.3 161.6
223.1 59,5
234.5 73.9
457.6 133.4
322.5 1n9.2
322.5 109.2
2029,7 717.9

352.7



NAME

FRESNO
FREGNO

DAKLAND
OAKLAND
QAKLANRD

RED RLUFF
RED BLUFF
QED HBLUFF

RENO
RENO
RENO
RENO

SACRAMENTO
SACRAMENTN
SACQAMENTO
SACRAMENTO

UJKIAH
UKIAH
UKIaH
UKIAH

QAKLAND

TABLE E-17

FSDPS - FSS SUMMARY DATA FOR OAKLAND

FSS NAME

FRESNO
1

DAKLAMD
SALINAS
2

RED BLUFF
MOMTAGUE
2

REMNO
LOVELOCK
ELKO

3

SACRAMENTD
MARYSVILLE
STOCKTON

3

UKIAH

AKCATA

CRESCENT CITY
3

STATE
Coot

@ b
da
@4
ge
¢4

27
27
27

E-17

DISTANCE
(MILES)

1373
137.3

T,
T
7.

RURAV IRV

18044
1804
180.4

181.6
181.6
181.6
181.6

72.8
72.8
72.8

. 72.8

127.2
127.2
1272
127.2

ANNUAL 1986 DEsanD

(THOUSANDS)

Pa

14241
142.1

42944
99.2
528.6

56,1
12.8
68.8

82.’0
104
2R.9
121.7

233.1
46,9
71.2

351.2

72.2
27.17
19.0
llo.o

1322.4

FP

509.5

AC

50.7
59.2

131.4
37.4
171.2

7501

17.2
92.3

37.5
2}.1
“5.0
103.7

60.3
27.7
45,0
133.1

55.7
3.2
14.5
106.5

666.0

435
132

436
437
134

435
439
135

440
441
442
136

443
444
445
137

446
447
448
138

$17



NAME

RILLINGS
RILLIMNGS
BILLINGS
BILLIMNGS
BILLINGS

POISE
BOISE

RURLEY
BURLEY

ROZE*AN
BOZFMAN
BOZEMAN
BOZEZMAN

GREAT
GREAT
GREAT
GREAT
GREAT

FALLS
FaLLs
FALLS
FALLS
FALLS

IDAHC FALLS
1DAH0 FALLS

ROCK
ROCK
ROCK
ROCK

SPRINGS
SPRINGS
SPRINGS
SPRINGS

SALT LAKE
SALT LAKE

SALT

TABLE E-18

FSDPS - FSS SUMMARY DATA FOR SALT LAXE CITY

LAKE CITY

FSS NAME

BILLINGS
MIILLES CITY
SHERIDAN
WORL pNVUL

4

ROISE
1

RURLEY
1

BROZEMAN

BUTTE

LIVINGSTON
3

GREAT FALLS
CUT BANK
LEWISTOuWN
MISSOULA

4

IDAHO FALLS
1

LARAMIE
ROCK SPRINGS
RAWL INS

3

SALT LAKE
1

STATE DOISTaNCE

CODE (MILES)
25 3(“6.4
25 J3dh.4
49 385.4
49 386 .4
3856.4
11 291.2
291.2
11 152.6
152.6
25 347.3
25 347.3
2s 347.3
347.3
25 463.3
25 463.3
2% ‘0’)3.3
25 463.3
463.3
11 138.6
188.6
49 160.1
49 160,11
49 160,1
160.1
43 De2
0.2

¢3

(THOUSANDS)

PR FP
\'4
63.6 20.%
l‘}.Q llb.llr
37.3 14.2
30.7 13.9
189.6 63.4
79.4 55.1
79.4 S55.1
S57.7 2l.0
57.7 2l.4
20.0 7.5
12.8 5.3
17.4 4,7
50.1 17.5
53.9 32.3
5.8 3.7
8.8 3.3
37.7 16.0n
107.2 55.3
"6l.7 17.5
61.7 17.5
23.5 6ol
29.3 11.8
13.0 S.4
65.9 23.3
159.0 70.7
159.0 7047
761.5 324.3

ANNUAL 1936 UEMAKD

bod
O

S ww oW
= N~ DLW
D W~ N

—

619.7

447
450
451
452
139

453
141

454
141

455
456
457
142

455
459
460
461
143

462
144

463
464
465
145

466
146

013



NAME

WALLA WALLA
WALLA WALLA
WALLA WALLA

BELLINGHAM
BELLINGHAM

WENATCHEE
VYENATCHEE
WENATCHEE

WORTH BEND
NORTH BEND

PORTLAND
PORTLAND
PORTLAND

REDMOND
REDIMOND

SEATTLE
SEATTLE
SEATTLE
SEATTLE
SEATTLE

SPOKANE
SPOKANE

SEATTLE

TABLE E-19

FSpPS- FSS SUMMARY

DATA FOR SEATTLE

FSS NAME

AAKER
WVALLA waALLA
2

gELL INGHAM
1

WENWATCHEE
EPHRATA
2

MORTH BEND
1

PORTLAND
DALLESPORT
2

REDMOMY
1

GEATTLE

HOOUT AN

TOLEDO
3

SPOKARE
)

STATE

COLE
36
46

46

45
46

36

35
46

36

46
46
46

46

DIsTANCE
{(MILES)

202.3
202.3
202.3

10546
105.5

92.6
92.6
92.%6

285.3
285.3

119.3
119.3
119.3

215.5
215.6

17.7
17.7
17.7
17.7

228.9
223.9

¢

E-19

ANNUAL 1986 DEMATD

(THOUSANDS)

Pa

29.1
A&

117.5

44,5
44,5

53.3
29.1
83.0

31.5
31.5

247.0
22.2
269.2

61.5
615

265.2
150
9.4
2R9.56

77.8
77.8

9"’}.6

Fe

14 .4
2B.b
42.8

254
25.4

25.6
13.3
39.0

12.6
12.6

86.0

boe2
90.2

460.0

2C

30.8
R3.9
114.0

7Q.4
79010

76.9
37.7
116'.5

S7.5
57.5

92.1
30.3
1272 .4

56.3
56.3

79.R
4643
15.6
141.3

29.9
?9.9

7184

467
468
147

469
148

470
471
149

472
150

473
474
151

465
152

476
4717
479
153

479
154

019



TABLE E-20

FSDPS FSS SUMMARY DATA FQOR WASHINGTON., D.C.

ANNUAL 1986

DEMAND

STATE OISTANCE (THOUSAIDS)
NAME FSS NAME CODE  (MILES) PA Fp AC
WASHINGTON saL Isnyvy 19 3244 64,3 23.0 74.6 480
WASHINGTON MILLVILLE 29 32,4 612,) 105.A 3.1 48l
WASHINGTQN WASHINGTON é8 32.4 359.6 192.9 64,1 482
WASHINGTON CHARLOTTESVILLE 45 32.4 60.3 21.1 23.8 483
WASHINGTON NEWFQORT MNEWS 45 3244 186.2 152.3 37.4 484
WASHTNGTON MART INSBURG 47 32.4 76.4 46,3 43.3 485
WASHINGTON RICHNOND - 45 32.4 187.6 57.9 37.5 486
WASHINGTON 7 32.4 13456,4 599, 3 263.1 155
NEW RERM NEW BERN 32 279.8 8l.6 59.1 S1.4 487
NEW RERN ELIZABETH CITY 32 279.8 19.8 20.4 14.3 488
MEW BERN 2 279.R 101.4 79.5 65.7 156
RALE IGH RALEIGH 32 233.4  279.0  131.R 62.4 487
RALEIGH ROCKY MOUNT 32 233.4 68,1 14.0 36.1 480
RALEIGH 2 233.4  327.1 145.3 93.5 157
ROANOKE ALUEFIELD 47 180.3 76.0 16.1 40.9 491
ROANGKE ROANOKE 45 180.8 100.2 36,7 18.3 492
ROANOKE DANVILLE 45 180.8 22.5 10.4 38,1 158
WASHINGTOM, D.C. }4 451,1 1973.6  885.9  624.6 120

E-20



AZEENDIX F = COMMUBICALICNS NEIRCIK MCDEL

computer Jodel

nhe computer model itself was designed and developed at
13C. the model is written in FCETHAN 1V, and runs on
either T&C's crime cCr necsystem=10 conputer sSystaems,
The pBasic opa2raticn of the systen is diagrammad in
Figure F.1-1, 2he basic structure is outlined in
Fiqure F. 12,

“he model calculaticns use a heuristic tree-following

‘approach, “ha network is assumed to have teen crdered

in reverse hiararchy. Any netwcrk not adhering to a
strict hierarchical structure vill have been rejected
by the preprccessor, as descrited in fection T.Z2
Thus, the netwark is processed starting at the most
distributed tips and working towvards the ‘"main" or
ncentral® node of the network. +his concept is snown
in Fiqure F.1=3, !

Lue to tho crdering imposed by the preprocessor, avery
node will have been accounted for by one fass through
the network file. It should be noted that a node
defined in the node file, having demand in the demand
file, will be iqnored if it doesn’'t appear in the
network file,

Communicaticn costs used Ly the pcdel were developed
from real current costs, ktut those rates were not
duplicated in the Froqram due to their complexity.
communication 1lines in the systeam fall into three
cateqories. First is the line or connection Dbetween
the copputer in the systen handliny the seather data
base and the systegs sSource of weatner data. ¥or
purposes of the model, it was assuped that this cost is
equal to the cost of a single business telephcne or
$18.00/nonth on the average. The second typc of line
is that interconnecting a Vi3 conputer and its
associated weather Nata Base FLOCESSOT. this line has
been assumed to be 2800 baud data line purchased via
{21PAK. This rate is $0.58/mile plus service terminals
at each end at $43,30 each. The third type of line is
a voice line by which a user may access the Vi3, %his
line will either be local er long distance, Tf it is
lonqg distance, it will be omne of FX using TILP3K, FX
using commercial ATE&ET rates, intrastate WATS or
interstate WAIS, Costs used by the model for each of
these services arc given in Zable Fo1-1,

since the calculaticn for TZLPAK is relatively sinmple,
the equation is duplicated in the model, Wherever a
local line is called for, the charge of $18.00/month
has heen used. This is an averaqe figure for the

F-1



ASCII NETWORK
SPECIFICATION
FILE(S)

DEMAND FILE(S)

FILE CORRELATION
AND ERROR CHECK
DISTANCE CALC.

§ LINES CALC.
COSTING CALC.
TOTALING & SUB-
TOTALING
PLQTTER OUTBUT
GENERATION

NETWORK PREPROCESSOR PLOTTED OUTPUT
(NET ERROR ANAL.) (OFF LINE) NETWORK
(NET SORT) DEMAND
OVERLAY
———

TABULAR OUTPUT

[ conTRoL FILE

SPECIFIES OTHER 3
FILES

SRECIFIES GRAPHIC
MORE

SETS IN TITLES,

KV&. MESS LEN., ETC

DETAIL NODE-BY-NODE
CALCULATION
SUMMARY: TOTAL

# NODES, # LINES,

# EQUIPPED NODES,
MILEAGE ANp COST

e ke v

FIGURE F.1-1 ~ COMPUTER MODEL OPERATION
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INITIALIZATION

NEPTX

READ CONTROL
FILE

YES

TILBOR
DRAW TITLE

AND BOARDER
FOR GRAPH

SET UP DRAWING
VARIABLES USING
DATA IN NETPTX

FOR _EACH NODE

RAPHICS,
NO

RBNTW
REPO
PREPROCESSED
NETWORK
IN

RDATAF
READ DEMAN
DATA
IN

RDXYST
READ NODE
LOCATIONS

IN

CALCULATE
DISTANCE

BETWEEN NODH
1 CONTROL

NODE
]

CALCULATE

# LINE REQ'D
AND
COST

PLOT NODE UPDATE AGGRE
AND LINK GATE COST,
TO CONTROL # LINES
NODE VARIABLES
AND OUTPUT
TABLE 5.5.3-2

SgMMARY PRINT AGGE

LINES DATA IN

N LISTING WO SUMMARY END

PAGES

NETWORK
FILE

DEMAND
FILE

NODE
FILE

nETaIE LINE
TING

FIGURE F.l1-2. =~ BASIC MODEL STRUCTURE
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NUMBERS INDICATE
ORDER OF PROCESSING

DIRECTION OF
PROCESSING

NOTE: INFORMATION
AGGREGATED AT
NODES 4, 7, 11 AND 12.

FIGURL F.1.3 TMODEL PROGRESS THROUGH NETWORI TREE



TABLE F.1-1

COMMUNICATION COSTS

1. Weather Polling Line: $18.00

2. Data Line - 2400 Baud via TELPAK:

Cost = $.58 X (# Miles) + $86.60

3. Local Voice: $18.00

4, Long Distance Voice:
A) FX, TELPAK: Cost = $.58 X (# Miles) + $86.60
B) FX, AT&T: Cost = $3.30 X (# Miles) + $52.00 (# Miles ¢ 15)
= $3.10 X (# Miles - 15) + $98.20 (# Miles £ 25)
= $2.00 X (# Miles - 25) + $129.20 (# Miles < 40)

= $1.35 X (# Miles - 40) + $159.20 (# Miles < 100)

$.66 X (# Miles - 100) + $240.20 (# Miles < 1000)

1

$.40 X (# Miles - 1000) + $834.20 (# Miles < 1000)

]

C) WATS, INTRASTATE: Cost $630.00

D) WATS, INTERSTATE: Cost

$1418.00 (Loading £ 240)

Cost $3.29 X (Loading) + $1418.00 (Loading > 240)

NOTE: All costs per line and per month.



country which may wvary <£frcm locale to 1locale. Tn
desigqning costing algecrithms for the model, an atteémpt
was made to avoid calculations which were depcendent on
geographical pcsiticn due to the additional overhead
related to this type of computaticn., Tn the case of
local 1lines, they are few enoughl in the systewm, and a
small encuqh cost ccmpenent so that a single, average
fiqure should serve the purposes of this wmodecl.

For FX via AT&7, the real, current rate schedule 1is a
complicated fancticn of distance and gecgraphy. fhis
rate was sioplified by choosing the average geographic
parameter==rate center A to rate Center E, and using
the full distance calculation. This was done to assure
that the final system cost for a network using FX via
A7 &7 would not be incorrectly kiased for, c¢r against,
distribution ¢f the network.

in order to fairly evaluate WATS, it 1s necessary to
redesign the netwotrk to take advantage or tho
particular <characteristics of ®ATS. By analyzing
intrastate WAIS over the <ccuntry, it was Jdetermined
that a monthly rate of $63< .5 per line for unlimited
service is accurate, Ry coincidence, this value
corresponds with the Massachusetts rate. For states
with limited-use W®ATS, it was assumed that unlimited
was availaktle to avcid the necessity to 1incorporates
line 1loading <calculations into the rate calculation.
For interstate ®WAi%5, the btulk of the voice 1lines fall
into Zone 2 1in a system designed to make gcecd use of
WAL features, ©ohe average monthly figure is $1,4..
per line, L factor for line loading was used to
increase accuracy fcr this rather large andl ther=atfore
rather sensitive cost,

Tt should be noted that actual <charges computed will
not be equal tc real ccmmercial rates farticularly
those for the 198¢ and 1¢¢S time pericds being stulied.
~hey do provide, however, a reliable tasis to compare
system costs, In all events, real costs will most
probably represent an increase in communication cousts

over those shown by thc model, ihe 1implications of
that fact are obvious from the results in Section €,
i.e.,, the systen is mcre stronqgly driven to

decentralization.

Communication dodel Znruts
‘he mcdel requires four input files, Fach cf these 1is

prepared in a different fashicn and prcvides basic
information for the model operation.

F-6



Neds Information Eile

This file contains information about all possibile
nodes in the network, In the case of the VRS
Alternatives Communication Study, this information
consists of +the three=letter identifier, 1latitude,
longitude, and internal system index for each FSS in
the conterminous U.,S. Table F.2=1 iz a listing of part
of this file.

Demapnd Information fFile

This data file contains a demand fiqure for each node
in the netwvork, Since the node system index is derived
from the order of the entries in this file, there must
be an entry for every possible node == even if it's
Zero. Since separate demand predictions exist to
account for varying VRS features and different future
dates, separate demand files have been created. These
are reflected in Table #4.1.5=1. ©Each record (or line)
of the file contains rprojected demand for the node
vhose index matches the order of that record in the
file, A partial listing appears in Tabkle F.,2-=2,

Network Specificatipn File

Phis file is the most complex of the model dinput data
files and provides specific, detailed information on
the structure of the particular network involved. For
each node to be included in the mnetwork, the following
information is supplied:

1« Node type (1=95)
2. Node I.D. (up to 380)

3. Controlling node (i.e., node next higher than - this
ope is netvwork hierarchy)

4, Line type to controlling node {(1=5)

Node types and line types are delipeated in Table
F.2=3. "Table F.,2=4 is a partial listing of a node file
and Figure F.2=1 shows the structure of each record (or
line) of the file,

The rav input data for the network file is usually
ordered in a manper convenient to the network author.
This is not the optimum format for the model to
process, It is also not guaranteed to be free of
errors in the network structure. A PLeprocessor
program therefore performs reformating, ordering, and
error=checking functions and then writes out a properly

F-7



Code

ABG
LvS
AMA
TCC
DHT
GAG
ELP
DMH

GUP

M55

ELM
CHI
RFD
CID
BRL
GRB

TABLE F.2-1

SECTION OF NODE INFORMATION FILE

State Radians
FSS Name Num Txt Lat. Lon. ARTCC
ALBUQUERGUE 28 NM B.EIIEB 1.86861 ZQB
LAS WEGAS ZA MM @.62228 1.835688 ZAB
AMARILLO 472 T® B8.61472 1.775918 ZAB
TUCUMCARI 26 NM B.61d481 1.868324 ZRB
DALHART 47 Tw B.62861 1.78383 Z2AB
SAGE 25 0K @.53348 1.74148 ZKC
EL FASO 42 Tw ©.55514 1.85680 £AB
DEMIMG . IR MM §.55388 1.280682 ZAB
TRUTH OF CONSEQ =8 MM 8.58869 1.87223 ZAB
GALLUP 36 MM B.61979 1.89868 ZRB
FHOEM 1% A2 A7 B.58356 1.95498 2AB
BLYTHE e CH ©.98E79 2.068222 ZLA
FRESCOTT 2 A7 B.5R478 1.96211 ZAB
FOSELL 2R MM B.58119 1.82439 ZAR
CARLSEAD 26 NM B.56439 1.81973 Z2RAB
TUCS0H 37 @7 B.56857 1.93632 ZAB
DOUGLAS B2 A7 B.54922 1.91293 2AB
ATLAMTA 1A @R B.598956 1.47518 Z2TL
BIRMIHGHAM g1 AL A.58579 1.591417 2TL
AMNISTOH 1 AL B.58626 1.49847 2TL
TUSCAHLOOSA A1 AL B.57981 1.52911 2TL
CROSSYILLE 41 TH @,.52747 1.48561 £TL
GREER 322 S0 B.e8912 1.43497 2TL
AHDERSOMN 39 5C A.6AZEE 1.44353 2TL
HICKORY 32 OMC B.82379 1.42852 2TL
MACOH 18 GR B.57861 1.45993 2TL
ALBAMY 18 GA A.55839 1.46947 2TL
MOMTGOMERY Al AL A.56375 1.,56785 2TL
KHOMNWILLE 41 TH B.52585 1.46595 ZTL
ERISTOL-TRI CIT 41 TH B.632663 1.43826 ZTL
LINDSOR LOCKS as CT B..qlq? 1.26857 ZBUW
BAMGOR 12 ME @.78284 1.28128 ZBU
AUGUSTA 18 ME A.77354 1.21817 ZBU
HOULTON 18 ME @.28592 1,18328 ZBUW
BOSTOM oA MR B.73937 1.23928 ZBW
COMCORD 28 NH @A.75486 1.24794 ZBW
LEBAMOM 78 NH B8.76145 1.268197 ZBW
MINTFEL IER 44 YT B.77158 1.26646 Z8BU
UTICA 31 NY B.75382 1.31578 ZBUW
GLENMS FALLS 31 NY @.75646 1.28473 28U
MASSENA 31 NY 0.73426 1.38632 2BW
WATERTOWN 31 NY B8.7EFF9 1.32684 ZRW
FLMIRA 31 ONY 0.73582 1.34204 2NY
CHICAGAD 2 154 1.54819 FAU
ROCKFORD T3IB52 1.55495 Zau
CEDAR RARIDS F31BA3 1.68862 2AU
BURL INGTON 71188 1.59843 ZAU
GREEN BAY Fred6 1.53816 2AU

Index

201
202
203
284
285
286
287
288
289
218
211
212
213
214
215
218
217
218
219
228
221
222
223
224
225
2286

A%
[y

228
229
236
231
232
233
234
235
236
237
238
239
249
241
242
243
244
245
246
247
248



TABLE F.2-2

SAMPLE DEMAND FILE

PEAK HOUR PILOT BRIEF DEMAND - 86

PEAK HOUR PILOT BRIEF DEMAND - BE
PILOT
F35 BRIEF
HODE DEMAMD
1 43.274994
2 4, 5
3 0.
4 i2.
5 7.
= =H
7 ar.
= 9l
9 1.
iA ifa.
11 vi.
12 25,
i3 i5.
14 1@a.
19 E
16 23
17 1A
18 116
19
26
21
22
23
24
25
25
27
25
29
3n
31
a2

33

34

Kt 189.
36 21.5
37 ig.
z8 iA.
39 22.
45 9,
41 3.
42 12.:
43 ai.



TYPE

TYPE

TABLE F.2-3

LINE & NODE TYPES

Line Types

DESCRIPTION

Central Node Drop. Represents communication required
to interconnect DBP to Central Weather Facility.

VRS Data Line. Each thirty-two (32) channels of VRS
requires one 1200 baud line back to the DBP.

Local Voice Line.

Foreign Exchange (FX) Line via TELPAK.

FX Line via AT&T.

Intrastate WATS (Wide-Area Telephone Service).

Interstate WATS.

Node Types

DESCRIPTION
Central Node.

DBP Node. Includes both Weather Data Base Processor(s)
and VRS Processor(s).

VRS Node. TIncludes VRS Processor(s).

Remote Demand. Interconnected by some form of long-
distance voice line.

Local Demand. Interconnected by Local Voice Line.



TABLE F.2-4

NETWORK NODE FILE

281 3215 2
282 4281 4

Col. 1 ¥ Col. 80
Y (
175 4174 4 141
176 4174 4 ' 147
198002 | 4578 1 189083 199063 191503 .43
177 3isg 2 144
178 3188 2 L4
179 3108 2 1ag
188 3188 2 147
181 4188 4 .43
182 3188 2 149
183 3188 2 150
184 4183 4 51
185 3188 2 D
186 4188 4 153
187 4185 4 1504
192 3188 2 155
19308214300 1 194863 56
195 4193065 157
196 3193882 158
197 3193 2 159
133 2193 2 154
193 4135 4 161
2150A2 14808 12 169632 1 7HA32 186032 19963 152
2AG 4281 4 : 6

I
I G

NOTE: SEE FIGURE F.2-1 FOR FILE
ORGANIZATION
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23

ozderad network rile. It alsc produces diagnostics
idantifying nede:s not connected into  tne systen,
juplicate entries, missing <ntries, and tae like, Cuce
a network file has been passed Lty the preprocessor,
thers i3 a0 need to reprocess it, Lhus, the
rreprocesscr provides an c¢fficicpt method tOo prepare
networks fcr proddction runs of the modsl.

"1

A94el Control

Fils

[a]

fhis file tells the model program the particulars or
each TuNl. rwe file inclugées detailed output and
plotting svecifications, information about which forms
of output to include or which to suppress and which
iata files ace to ke used for the model crun. nne
control file is -able F.2 E.

Con

l_:

municaticn sodel 2utputs
sodel output is divided into two main catagoriess:

qraphical rlcts aud tabular data.

Graphical Flet:

iJi

“he plotting functicn has bheen designed to be very
versatile, “he Model Ccatrol ¥ile wuspecifies all
particulars of the ©plctting format including title,
style cf Gbporder, colors of various node line tapes,

cross hatch and okject fill nodes, and demand
sensitivity. -ach ncde is vrerresented by a circle
whose size varies hetween an  uppber and lower 1limit
according to demand at that ncdce, “he hierarchy ot

interconnected nodes is represented by lines which wmway
be single lines c¢r doutle lines, dotted, dashed or
s0lid lines, wvemand npodes (type d) Aare vertically
cross hatched, and the grid may be set to completely
file the node citcle, VIS nodes (type 3) are demand
sized according t¢ serarate ufpper and lower limits.
“he lemand circle is nct cress-hatched, but a smaller,

inner circle is s0lid filled giving V&35 nodes the
appearance of an anulus, Tata Ease 2srocesscr noiles
(tvpe 2) are represented by a horizorntally
crossed hatchned circle. Again, sSeparate limits for
size requlate the size of the circls accerding to
demnand, "he central ncie (type 1) is represented by a

horizontally cross hatched square if it 1is present.
“muring the ccursc of the study, the model was set to
skip the plotting ci demand informaticn. tlots of the
varicus networks used appear in Chapter %, Figuras
4,0.4% 1 to L U.U &, Fiqure F.3=1 is an example of a

.netwerk plct with demand circles shown, A display of

the U.¢. background map is optional.
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A geoqraphical cutput may be generated on ceither the
.ektronix 437> series of displays or c¢n a CalcCoap
Plotter., Fcr plotter cutput, pen change commands allow
different colors <f ink to be wused fcr different
components of the plot, Because ¢f the naturc of the
devices, CalComp Plotter generated output locks better
= pbut takes longer to ©produce =- tnan ~Tecktronix
output.

Zabular Data

“abular ocutput is gencrated in three tables, - hes=2 ars
the node:by ncde detailed 1listing, the rnede summary,
and the line summary. The nodesby-node detail ccerntains
on¢ line for each node in the network, Fotr that line,
the listing shows the standard FAA 3= letter
identification for the ncde, the internal model index
for the ncds, node type and type cf communication link
to the next higher node in the system, and 2 letter iy
for the necxt higher mode (called the controlling node).
’lso shown are aggre<gatc demand for the node not
including demand generated Ly separate, subsidiary
nodes, number of volce limnes required at the nole,
pumber of voice lines required to communicate with the
node's contrclling mncde, mileaqe Pper 1line tc the
controlling node, cocst per 1line, and, finally total
cost for lines serving this node from the ccntrolling
node., nNne page of detailed output arppears in able
Fel: 1.

“he line summary shcws the uctwork totals fcr number of
lines, total ileage, ard total costs.s "hess totals
are broken dcwn Ly line type., & line suwmary GEpP<ars
in -able F.23:2.

e node summary tatle containg a summary of all nodes

cy type, 3l3c rrintad in this summary is the total
syster demand total number of lines, namver oOf nodes
with computing equipment, and total systenm

ccmmunicaticn cost, in example arrears in %able F, 3-3,

del imharnceleuts

IO

“he design ¢f the mcdel makes it amenable to  analysis
of other networks, “he possibility of altering tha
model to be a4 general furprose network analysis tool 1is
being investigated,

he model has 4a  inherent atbility to do a wors
couplete analysis using node costing information as
well as comrunicaticn costing. fShis fcaturs was not
activated ©freviously since no accurate cost estinates
were availatle, “his feature will ke activated to
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bad 293
ROA 292
BLF 291
RWT 290
ROU 219
ECG 2HR
FAXN 2KT
RIC 286
MRR 27%
PHE 2K4
CHN 283
MIV 281
SBY 280

DCA 282
SFF 979
HQM 277
RpM 275
DLS 274
PDX 273
OrdH 272
EPH 27
EAT 270
HLL 269
ALW 76R
BKF 267
TN 278

SEA 276
RwWwl, 265
RKS 264
LAR 2863
1DA 242
BYI 7254
BOT 253
Wl 2%72
SHR 251
MSN 261
LWT 269
~CrB 259
LyM 257
BTM 25hA
BZN 255
MLS 257
B1l, 249

GTE 259

TABLE F.3-1

SUHMARY STATISTICES Fir PR#2 .8

MO0
TYPY

e R T

(& A

P S - I N

(¥

LTiK
TYPLU

e P DD PSS

o e

e B S DN

B S N . R A

N

NOLFE,

COLTRIEL -

Lrue
MOLE

pC A
nNCA
LCA
DCA
DCA
DCA
pDCA
PDCA
LCA
DCA
DA
DCA
neca
DCA
ATL
SEA
SEA
SEA
KEA
SEFA
SEA
SEA
SEA
SkER
SEA
Sk
RN
Sk
sLC
SLC
sLC
sLC
SLC
SLC
sILC
sLC
SLC
GTY
GTF
GTF
GTF
GTF
GTF
GTF
GTF
GTF
SLC

LIMNE(S) CUNNECTED

DEMAND

L6,085
71,637
54,335
34,387
199,467
14,158
HR,3490
134,122
133,120
43,110
294,625
45,970
257,092
1411,0067
95,620
10,722
43,967
15.870
176,582
22,520
21,232
3R, 105
31,812
03,197
20,R05
h,aT720
189,592
696,747
9,295
20,95%0
16,842
14,117
41,257
56,118
21,952
26,679
26,957
6,292

4,802

12,442
9,152
14,300
31,390
49,052
38,540
192,990

AGGREGATFE

VOICE

NETH#2

SAMPLE NODE DETAIL LISTING

AML=06

TO CONTROLLING NODE

NO,

LIMpS LINES

—

(Y ] b [ ]
- d T XTT CAN LT — N

~N
~4 o

[N

.qmqmuu‘!wuooosoquwo-wm»wcr\c~lqrrcr

-
T
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N -

-

Lt

~N —-
N dw DO D= 40 T CUN X =T

~3

N T~ WANWTOO OO0~ ND Wb = WD O~

MILEAGE
PEKR
LINE

197,25
189,55
250,10
205,99
221,69
177,99
254,12
87,09
09,49
115,27
89,19
111,49
85,31

541,45
232,006
85,86
232,87
142,57
140,99
299,24
131,29
98,12
88,29
214,03
284,03
16,46

691,37
257,06
160,91
329,04
188,86
153,08
290,48
300,50
374,006
133,49

94,04

90,86
130,66
118,30
118,12
268,65
177,58

403,75

COsT
PER
LIMNE

200,40
195,94
231,00
209,48
214,58
189,23
233,39
136,51
126,25
152,85
137,73
150,67
135,48

18,00
400,04
220,460
135,80
221,07
168,69
167,77
239,56
162,15
142,91
137,214
210,14
250,74

18,00

18,00
487,00
235,09
179,32
277,31
195,54
174,717
254,48
260,29
302,96
163,42
140,54
138,70
161,78
154,65
154,51
241,82
189,00

18,00
354,97

TOTAL
COST UF
LINE(S)

1002,02
2155,35
14948 ,489
14138,134
4720,75
946,16
2100,50
2184,21
1010,03
2445 ,66
964,11
4670,04
1083 ,85
486,00
2400,24
1764,17
407,40
1547 ,46
#43,45
3355,49
1557,35
972,87
100,38
960,47
1891 ,23
1504,43
94,00
378,00
1947,98
705,28
1075,97
136,55
1368,76
1223,39
2290,33
1561,74
1817,73
98¢,5%
421,62
277,40
R08,92
463,99
772,56
1692,71
1511,99
120,00
709,99



TABLE F.3-2

LINE SUMMARY

TYPES OF LINES

TOQTAL TOTAL TUTAL
LINE NO, OF MILEAGE COST FOR
TYPE LINES OF LINES LINE TYPE
1 1 1576,93 18,00
2 101 61866422 44568,41
3 293 15803,53 3654,00
4 2368 442211,006 460130,41
5 7 785,10 1266,87
6 0 0,00 0,00
7 0 0,00 0,00
LOCAL 539 702,00
TOTALS 3219 522242,.85 519339,69

TABLE F.3-3

NCDE SUMMARY

TYPEs OF NODES

NODE ND, OF
TYPE NODES
1 1
2 1
3 19
4 248
5 24
NO, OF
AGGREGATE DEMAND TOTAL NO, NODES wITH  TOTAL COST OF
ON SYSTEM OF LINES  EQUIPMENT COMMUNTCATION
22696 ,99 3219 21 519339,69



increase the model's utility and accuracy.

By use of some estatlished estimating factors and other
information stored internally in the model, it is
possible tc greatly enhance the node summary table,
mhe onkanced table would fprovide statistics in terms of
numbers of V:% computers and Zata PLOCESSOCrS., in
addition, fail-sort and fail-safe alternatives would bhe
summarized. The ccsting algorithm would take 1into
account both node and line cost to provide systen
ground total estimates,

An advanced interactive grarhics installation is
available at '“&C, *his installation will be used to
allow a desiqner tc make many refinements tc a netsork
and see immediately the effect of such changes. In
this fashion, an optimal network design could be
generated very quickly, The. interactive graphics
feature will be very useful in the develorment of a
national VS ieplementation plan.
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APPENDIX G -~ COMPUTER DATA SUMMARIES

These computer summaries were initially based upon a 10%
maintenance rate., The 20% maintenance figures can be
calculated by multiplying the total equipment cost estimates
by 1.5 and adding communication costs.
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